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Abstract

In this thesis, the electronic structure of selected atoms was investigated by means of electron and fluorescence spectroscopy. Synchrotron radiation was used to excite atoms in gas phase. In particular, the photoionization and subsequent Auger decay processes in metal vapours were studied as well as the resonant Auger decay in rare gases. The experimental results were analyzed together with theoretical predictions obtained utilizing the multi-configuration Dirac-Fock method.
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Chapter 1

Introduction

The fundamental purpose of physics is to understand and explain the observed physical phenomena. Theories, laws, and principles have been formulated to describe the behaviour of matter and its interactions. Even more important than seeking regularities in observations is questioning the current beliefs and suggesting alternative explanations. After centuries of critical examinations of physical theories we can no longer expect such a revolutionary new idea as the concept of light quanta introduced by Planck in 1901 [1] that began the era of modern physics and led to the development of quantum mechanics.

The foundations of quantum mechanics such as the Schrödinger wave equation [2] and Heisenberg uncertainty principle [3] were discovered as early as in the 1920’s. Exact solution of the Schrödinger equation for a many-electron system cannot be found and therefore many approximative numerical methods have been derived decades ago (e.g. [4]). However, these numerical methods require huge computational resources and progress in computing power has enabled the application of the theoretical methods in practice bit by bit.

The quality of theoretical predictions is always tested by comparing the results with experimental data. The devices that are used to obtain experimental results, such as the synchrotron radiation light sources used in this work, are constantly under development and new, more precise measurements are performed all the time which leads to a demand for more precise theoretical predictions and new kinds of calculations.

In the present thesis, the experimental results obtained with electron and fluorescence spectroscopy are compared with calculated predictions. The calculations have been performed using pre-existing programs in order to test their applicability and the quality of the obtained results. In Papers I-II, the photoelectron and normal Auger spectra of metal atoms (Mn and Eu) have been measured with high resolution and the results have been compared with the calculations. In Papers III-V, the resonant Auger decay of Kr and
Ne has been investigated again together with the calculations. Before the discussion of the included papers, the used concepts and both experimental and theoretical methods are briefly introduced.
Chapter 2

Electronic transitions

The discovery of the electron in 1897 [5] revealed that atoms have an internal structure. Until then, atoms had been considered to be the smallest building blocks of all matter. In fact, atoms are composed of a very small, heavy, and positively-charged nucleus (containing protons and neutrons) surrounded by a negatively-charged electron cloud. It is the electron cloud that dictates most of the physical and chemical properties of the atom such as its reactivity, electronegativity, the way it forms compounds and so forth. Therefore, understanding the structure and dynamics of the electron cloud is of fundamental importance and the motivation of this thesis.

2.1 Atomic state

Electrons do not revolve arbitrarily around the nucleus but are confined to certain regions in space. Within the central-field approximation, the electron states are specified by three quantum numbers $n$, $l$, and $m_l$ as depicted in Fig. 2.1. In addition a fourth quantum number ($m_s$) is needed to determine the state of an atomic electron explicitly. The principal quantum number $n$ ($n = 0, 1, 2, \ldots$) defines a shell and the orbital angular momentum quantum number $l$ ($l = 0, 1, \ldots, n - 1$) divides the shell into subshells. Instead of the orbital magnetic quantum number $m_l$ ($m_l = -l, \ldots, l - 1, l$) and the spin magnetic quantum number $m_s$ ($m_s = \pm 1/2$), the total angular momentum quantum number $j$ ($j = l \pm 1/2$) and its magnetic quantum number $m_j$ ($m_j = -j, \ldots, j - 1, j$) is also used, in particular for heavy elements and more generally for atomic inner shells.

In the ground state of a many-electron atom, the subshells are filled in a way that minimizes the total energy of the atom starting from the smallest $n$ and $l$ values. Obeying the Pauli exclusion principle [7] according to which no two electrons can share the same set of quantum numbers, the occupation of a subshell $nl$ is limited to the number equal to $2(2l + 1)$. The occupation of the subshells in an atom is often given in the form $(n_1l_1)^{q_1}(n_2l_2)^{q_2} \ldots (n_kl_k)^{q_k}$.
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Figure 2.1: Atomic orbitals ($nl$) for different combinations of $n$, $l$, and $m_l$ (modified from [6]).

(where $l$ is denoted as $s, p, d, f, \ldots$ corresponding to values $0, 1, 2, 3, \ldots$ and $q_k$ gives the occupation of the subshell $k$) which is referred to as electron configuration. For the ground state of Ne, the electron configuration is $1s^22s^22p^6$ and all the shells are said to be filled. In Mn ([Ar]$3d^54s^2$) and Eu ([Xe]$4f^76s^2$), $3d$ and $4f$ shells, respectively, are half-filled while all the other shells are filled in the ground state.

The orbital angular momentum, $l$, and the spin angular momentum, $s$, of an electron in a many-electron atom are coupled together as well as with the momenta of the other electrons in order to form the total angular momentum, $J$, of the atom. In the $LS$-coupling scheme, the orbital and spin angular momenta of electrons are coupled first separately

$$L = \sum_i l_i, \quad S = \sum_i s_i, \quad (2.1)$$

where $L$ and $S$ are the total orbital and spin angular momenta of the atom. These are then coupled together to give the total angular momentum

$$J = L + S. \quad (2.2)$$

A particular atomic state described by the angular momenta $L$, $S$, and $J$ is often denoted by a shorthand notation

$$2S+1L_J, \quad (2.3)$$
where numerical values are used for $2S + 1$ and $J$, and $L$ is replaced by an appropriate capital letter ($S, P, D, F, \ldots$ corresponding to values $0, 1, 2, 3, \ldots$).

Due to historical reasons, the $LS$-symbols are still used even though in relativistic calculations, such as those performed in all included papers, another coupling scheme is used. In the $jj$-coupling scheme, the total angular momentum of an electron is first obtained by coupling its $l$ and $s$

$$j = l + s. \quad (2.4)$$

The total angular momenta of the electrons are then coupled together in order to determine the total angular momentum of the atom [8]

$$J = \sum_i j_i. \quad (2.5)$$

In case of completely filled subshells all of total angular momenta ($L, S$, and $J$) are zero (only possible state is thus $^1S_0$) and therefore they are frequently omitted in notations. Often many electron states are a mixture of different $LS$-terms corresponding to the same total $J$ value and naming the dominant term is a nontrivial issue.

### 2.2 Photoabsorption

The fundamental physical phenomenon, on which the photoelectron spectroscopy is based on, is the photoelectric effect first observed by Hertz in 1887 [9] and explained by Einstein in 1905 [10]. As an atom is irradiated with photons, a photon is absorbed and the energy of the photon ($\hbar \nu$) is transferred to an electron. If the energy exceeds the binding energy of the electron ($E_B$), the electron is ejected from the atom with a kinetic energy ($E_K$) equal to

$$E_K = \hbar \nu - E_B. \quad (2.6)$$

In electron spectroscopy, the kinetic energies of the ejected electrons are analyzed which provides information about the photoionization process illustrated in Fig. 2.2(a). As a result, the atom $X$ is ionized

$$\hbar \nu + X \rightarrow X^+ + e^- \quad (2.7)$$

and a vacancy is created in the electron cloud. In Papers I-II, the photoionization process of metal vapours has been investigated.

If the energy of the photon is not enough to ionize an electron but equals to the energy needed to excite the electron to a higher-lying, unoccupied
orbital $nl$ (i.e. $h\nu = E_{B, nl} - E_B$), a photoexcitation occurs [see Fig. 2.2(b)] and the atom is excited

$$h\nu + X \rightarrow X^*.$$  \hspace{1cm} (2.8)

Measuring the absorption spectrum by recording either the total ion or electron yield as a function of photon energy provides information about the structure of the electron cloud. In Fig. 2.3 the total ion yield spectrum of Kr recorded in the energy region of $3d \rightarrow np$ ($n \geq 5$) is shown. The spectrum is closely related to Papers III-IV where excitations to $5p$ and $6p$ orbitals were studied.

### 2.3 Decay processes

Absorption of a photon creates a vacancy in a subshell and the atom (or the created ion) is usually left in an excited state. According to the principle of minimum energy, the atom (or ion) will decay further until no vacancies can be found in the inner subshells. There are two kinds of decay processes which are often classified as radiative and non-radiative processes [12].

#### 2.3.1 Radiative decay

The most familiar form of radiative decay processes is the visible UV-fluorescence radiation seen e.g. in auroras. It is a consequence of an electronic transition between the outer subshells e.g. $3s \rightarrow 2p$ in Ne as shown in Fig. 2.4(a). The energy of the emitted photon is equal to the energy difference of the subshells, i.e. in this case

$$h\nu = E_{3s} - E_{2p}.$$  \hspace{1cm} (2.9)
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Figure 2.3: Total ion yield across the Kr $3d \rightarrow np$ resonances [11].

In Paper IV, the visible fluorescence emitted in the transition $4p^45p \rightarrow 4p^45s$ was investigated in Kr. If the initial vacancy is in the inner subshell, the same process is called X-ray fluorescence according to the energy of emitted photons [13].

Before electron spectroscopy, the electronic structure of atoms was investigated by means of optical spectroscopy. However, the fluorescence transitions obtained from excited atoms limit the investigation to valence shells and electron spectroscopy has substantially enlarged the data base of energy levels. Nevertheless, the optical data tables [14] are still widely used and they have served as useful references throughout this work.

2.3.2 Non-radiative Auger decay

In 1923, secondary electrons were observed after photoionization [15]. In Auger decay, the created vacancy is filled by an electron from an upper subshell and instead of a photon, one of the outer electrons is emitted [see Fig. 2.4(b)]. The kinetic energy of this Auger electron ($E_K$) is obtained as the difference of the many-electron hole states as

$$E_K = E(\text{one-hole state}) - E(\text{two-hole state})$$

and it depends only on the energy levels of the atom and not on the exciting photon energy. As the binding energies of photoelectrons and the wavelengths of emitted fluorescence, also the kinetic energies of Auger electrons are characteristic properties of atoms. Therefore, they are widely used e.g. in chemical analysis [16].
Figure 2.4: a) UV fluorescence emission due to the transition $3s \rightarrow 2p$, b) normal Auger decay ($1s^{-1} \rightarrow 2p^{-2}$), c) spectator Auger decay ($1s^{-1}3p \rightarrow 2p^{-2}3p$), and d) shake-up in the course of transition $1s^{-1}3p \rightarrow 2p^{-2}4p$.

The Auger transition following a photoionization [depicted in Fig. 2.4(b)] is called a normal Auger decay. If the vacancy and the other electron involved in the Auger decay are in the same shell, the process is called Coster-Kronig decay. If all three involved electrons are from the same shell, as in the $3p^{-1} \rightarrow 3d^{-2}$ transition in Mn studied in Paper I, the process is called super-Coster-Kronig decay [17].

Three decades ago, in 1978, when synchrotron radiation provided the possibility to tune photon energy, Eberhardt et al. [18] observed resonant Auger lines for the first time. Resonant Auger decay follows a photoexcitation and if the excited electron does not participate in the Auger decay that fills the inner-shell vacancy, the process is known as spectator Auger decay [see Fig. 2.4(c)]. If the excited electron is ejected during the decay, the process is called participator Auger decay or autoionization [19].

During the spectator Auger decay, the excited electron can also 'shake up' (or down) to a higher (lower) unfilled orbital, which is illustrated in Fig. 2.4(d). In Papers III-IV, the resonant Auger decay of Kr has been studied by scanning the photon energy across the $3d \rightarrow 5p, 6p$ resonances where the shake-up transitions have been shown to have remarkable contributions [20]. The resonant Auger spectrum following the $1s \rightarrow 3p$ excitation in Ne, which was under investigation in Paper V, also has a clear shake-up contribution.
2.4 Selection rules

The above discussion introduced the electronic transitions that have been studied in the included papers. However, there are not just a multitude of transitions that can occur in an atom. Some transitions are stronger than others and some are hardly detectable. In a transition, the energy, angular momenta, and parity [defined as \( \Pi = (-1)^{\sum l_i} \)] of the system are conserved. If one of the conservation laws is violated, the transition is forbidden i.e. it is most improbable.

In a dipole transition, which applies to photoexcitation and fluorescence emission, the initial and final states must have opposite parity (\( \Delta l = \pm 1 \)) and the angular momenta have to obey the following selection rules

\[
\begin{align*}
\Delta L &= 0, \pm 1 \quad \text{(but not from 0 to 0)}, \\
\Delta S &= 0, \quad \text{and} \\
\Delta J &= 0, \pm 1 \quad \text{(but not from 0 to 0)}.
\end{align*}
\]

(2.11)

In photoionization, the ejected electron (also referred to as a continuum electron) is coupled together with the final ionic state and together they satisfy the above conditions. \[4\]

Auger transitions are caused by the Coulomb interaction\(^1\) between those electrons that participate directly in the transition \[21\]. Thus in Auger decay, the final state of the system, composed of the ion and the Auger electron, has to satisfy the selection rules

\[
\Delta L = \Delta S = \Delta J = 0, \quad \Pi_i = \Pi_f.
\]

(2.12)

A shake-up excitation is a result of a sudden, instantaneous change in the central potential of an atom which might occur e.g. in the course of Auger decay. The electron is initially on a \(nl\) orbital and after the change finds itself on another orbital (\(n'l'\)) as the orbitals are readjusted to the new potential. Shake-up is an example of a monopole transition, where only the principal quantum number (\(n\)) changes \[16\].

2.5 Angular distribution

The experiments performed in all included papers have utilized linearly polarized synchrotron radiation and the following discussion is valid in case of linearly polarized light only. The polarization vector of the radiation serves as a reference plane and as a consequence of a photoionization (or excitation) the ion (atom) will be aligned \[22\]. The angular momentum of the photon

\(^1\)The Coulomb interaction is mediated by a scalar operator and thus the angular momentum quantum numbers are preserved in an Auger transition.
is transferred to the electron and during the decay, it is shared between the outgoing electron and the ion [23]. This leads to nonisotropic angular distribution of the photoelectrons [24] as well as Auger electrons [25]. In dipole approximation\(^2\), the angular distribution of the electrons obeys the following relation

\[
I_\theta = \frac{I_{\text{tot}}}{4\pi} [1 + \beta P_2(\cos \theta)],
\]

(2.13)

where \(I_\theta\) is the intensity at an angle \(\theta\) with respect to the polarization vector, \(I_{\text{tot}}\) is the total intensity, \(\beta\) is the angular distribution parameter, and \(P_2(x)\) is the second order Legendre polynomial \(P_2(x) = \frac{1}{2} (3x^2 - 1)\).

The \(\beta\) parameter can vary between -1 and +2 and the angular distribution of different \(\beta\) values are demonstrated in Fig. 2.5. Photoionization of \(ns\) electrons (in closed-shell atoms) leads to an angular distribution of \(\beta = 2\) [24]. However, some electrons are still emitted to the direction \(\theta = 90^\circ\) and deviations from \(\beta = 2\) are seen e.g. in the \(\beta\) value of Xe \(5s\) in the threshold region [26].

![Figure 2.5: Angular distribution with \(\beta\) values -1, 0, and 2.](image)

In Auger decay, the alignment of the initial state is shared between the

\(^2\)Dipole approximation will be discussed in Chapt. 5.
ion and the Auger electron. The angular distribution parameter of the Auger electron depends on the polarization state in the initial state ($A_{20}$) and on a coefficient determined by the Auger decay amplitudes ($\alpha_2$). In brief, $\beta = \alpha_2 A_{20}$ [25]. In Papers III and V, the $\beta$ parameters of resonant Auger lines were determined from experimental spectra and compared with the calculated values.

The emitted fluorescence has also an angular distribution which obeys an equation similar to Eq. (2.13) if the fluorescence is detected regardless of the polarization of the emitted light [27]. This was the case in the measurements related to Paper V but the experimental settings did not allow measurements at different angles. The information provided by the angular distribution of the emitted fluorescence can also be obtained by studying the polarization of the photons. This is widely used in the determination of the alignment of excited states [28] but also angle-dependent fluorescence measurements have been performed [29].
Chapter 3

Experiment

In all Papers I-V, the main role has been on the experimental results. The calculations have been performed in order to explain the observed features and to test the limitations of computations. Without experimental baseline nothing can be said about the quality of theoretical results. In this chapter, the most essential aspects of the experiments related to the present thesis are discussed.

3.1 Synchrotron radiation

The fundamental basis of synchrotron radiation lies in the theory of electromagnetism according to which an accelerating charge produces electromagnetic radiation. Synchrotron radiation is generated when small, charged particles (such as electrons or positrons) are forced to move along a curved trajectory at relativistic speeds. Storage rings are special devices where electrons circulate and produce radiation when accelerated transversely. The storage rings include straight sections and curved sections as schematized in Fig. 3.1. The curved sections are bending magnets that bend the trajectories of the electrons and produce radiation as a by-product. [30]

Third-generation synchrotron facilities, such as MAX-II in Lund and ELETTRA in Trieste, have many straight sections where specially optimized insertion devices containing periodic magnetic structures produce very bright radiation. Insertion devices are classified to wigglers and undulators depending on the amplitude of the oscillations the electrons experience as they traverse the periodic magnetic field [see Fig. 3.2(a)] [31]. If the number of the magnetic periods is \( N \), the flux produced in a wiggler is \( 2N \) times that of a bending magnet, whereas the flux from an undulator is \( N^2 \) times brighter [32].

The radiation emitted by electrons moving at relativistic speeds is concentrated around a direction tangential to the electron trajectory. In an undulator, relativistic effects lead to interference and a typical undulator
Figure 3.1: Illustration of a storage ring used to produce synchrotron radiation.

spectrum consists of several sharp peaks as shown in Fig. 3.2(b). In addition to a highly collimated photon beam and high intensity, synchrotron radiation is also highly polarized in the plane of the storage ring. This feature has been utilized in the angle-dependent measurements in Papers III and V. Without synchrotron radiation and the possibility to select any desired photon energy the resonant Auger decay studies (such as those in Papers III-V) would not have been feasible. Invaluable is also the high photon flux of third generation synchrotron radiation sources which is needed in the measurement of high-resolution electron spectra of metal vapours (Papers I-II) where a photon flux of at least $10^{10} \ \text{photons s}^{-1}$ is required in the interaction region [34].

Before entering the experimental chamber, the radiation produced in the storage ring travels through a beamline. The optical elements (gratings, mirrors, and slits) of the beamline diffract, reflect, and spatially select the radiation. Due to optical properties of soft X-rays and vacuum ultra-violet radiation ($h\nu > 50 \ \text{eV}$) grazing incidence monochromators have to be used. Essentially all materials (including air) interact with the photons of these energies and therefore ultra high vacuum (UHV) is needed inside the beamlines. Typically, the pressure inside a monochromator chamber is $10^{-10} \ \text{mbar}$. [32]
3.2. END STATIONS

Experiments in Papers I-III, and V have been performed at the beamline I411 (MAX-II) [33, 35] and the experimental part of Paper IV took place at the Gas-Phase Beamline (ELETTRA) [36]. Both of these beamlines are specially designed for gas phase measurements where the pressure in the experimental chamber is in the range of $10^{-5}$-$10^{-6}$ mbar. To avoid undesired pressure increase along the beamline, an additional differential pumping stage is necessary [33].

3.2 End stations

The discussion above is only concerned with the production of photons needed in the experiments. The actual measurements take place at the end stations of the beamlines. The spectrometer located at the end station is focused at the source volume (or interaction region) which is a small region (< 1 mm $\times$ 1 mm) where the photon beam intersects the target atoms in a gas cell or a gas jet produced by a gas needle or an oven. In the experiments of Papers I-II, a resistively heated oven (and also an induction oven) was used to produce an atom beam. In Papers III and V, a gas cell was used and in Paper IV, a gas needle produced the gas jet. In all experiments, the gas jet (if present), the photon beam and the focus of the spectrometer intersected perpendicularly to one another.

The measurement of electrons in Papers I-III, and V has been performed with a hemispherical electron analyzer, whereas a fluorescence spectrograph was used in Paper IV. These instruments are briefly described in the following.
3.2.1 Hemispherical electron analyzer

To analyze the kinetic energies of electrons, an electric or magnetic field is used in the energy dispersion. This is based on the Lorentz force according to which a charged particle (such as an electron) with a charge \( q \) moving with a velocity \( \mathbf{v} \) in an electric (\( \mathbf{E} \)) and magnetic (\( \mathbf{B} \)) field is subject to a force

\[
\mathbf{F} = q(\mathbf{E} + \mathbf{v} \times \mathbf{B}).
\]

The hemispherical analyzers SES-100 and SES-200 (manufactured by Scienta) use a constant electric field between two concentric hemispherical plates. The field is optimized so that only electrons with a specific energy can reach the detector on the opposite side of the hemisphere. This energy is called the pass energy of the spectrometer. The pass energy together with the entrance slit determine the energy resolution of the analyzer: in principle, the smaller the pass energy and/or the smaller the slit, the better the resolution.

However, a constant pass energy would be a major limitation of measurements if no electron with a kinetic energy other than the pass energy could be observed. For this reason, a retarding lens (a multi-element electrostatic lens) is mounted in front of the entrance slit of the analyzer. The selection of the kinetic energy of interest is made by decelerating (or accelerating) the electrons in the retarding lens before they traverse the entrance slit with the selected pass energy. \[37\]

Two kinds of experiments were performed in the present thesis. In Papers I-II, and V, the photon energy was kept constant and the kinetic energy of the electrons was scanned. In Paper III (as well as in Paper IV), a kinetic energy (or wavelength) region of interest was kept fixed and the photon energy was scanned. The latter type of experiment provides information about photon energy-dependent changes in the spectra.

The acceptance angle of a hemispherical analyzer is relatively small (less than \( \pm 10^\circ \)). As a consequence, the transmission of the analyzer is also low, which is a disadvantage of these analyzers. On the other hand, the small acceptance angle offers also a possibility to perform angle-dependent measurements utilized in Papers III and V. As said before, the polarization vector of the incoming radiation together with the wave vector determine a reference plane which coincides with the plane of the storage ring. By rotating the analyzer with respect to this plane, measurements at different values of \( \theta \) in Eq. (2.13) can be carried out.

Convenient choices of the angle \( \theta \) are \( 0^\circ, 54.7^\circ, \) and \( 90^\circ \), for which Eq. (2.13) reduces to

\[
I_{0^\circ} = \frac{I_{\text{tot}}}{4\pi} (1 + \beta), \quad I_{54.7^\circ} = \frac{I_{\text{tot}}}{4\pi}.
\]
\[ I_{90^\circ} = \frac{I_{\text{tot}}}{4\pi} (1 - \frac{1}{2}\beta). \]

Measurement at two angles would be sufficient for the determination of the \( \beta \) parameter, but both in Papers III and V, the angle-dependent measurements were performed at three angles. Especially, if \( \beta = 2 \) or \( \beta = -1 \), the use of two angles 0\(^\circ\) and 90\(^\circ\) in the determination of the \( \beta \) parameter leads to most uncertain results. For the experiments in Papers I-II, the analyzer was rotated to the so-called 'magic' angle (54.7\(^\circ\)) to avoid any distortion of the intensities due to the angular dependence.

Figure 3.3 represents a schematic view of a hemispherical electron analyzer SES-100 used in the measurements of Papers I-II. The spectrometer was mounted on the one-meter section of the beamline I411 preceding the stationary end station, which comprises of a similar but bigger hemispherical analyzer (SES-200) [37]. The latter was used in the angle-dependent measurements of Papers III and V.
3.2.2 Fluorescence spectrograph

The apparatus used in the experimental part of Paper IV is schematized in Fig. 3.4. Unlike the electron analyzers, the UV-fluorescence spectrometers are operated in air, which limits the observed wavelength region above 200 nm. The experimental chamber was separated from the fluorescence monochromator by a quartz window. Opposite to the window a spherical mirror that reflected the emitted fluorescence towards the monochromator was mounted. After the quartz window, a lens focused the fluorescence into the entrance slit, which determines the resolution of the spectrograph (and restricts the transmission). A Czerny-Turner type monochromator (manufactured by McPherson) was used and a nitrogen-cooled charge-coupled device (CCD) camera (from Roper Scientific) registered the fluorescence spectra. The fluorescence monochromator was in the plane of the polarization vector of synchrotron radiation (i.e. $\theta = 0$) and therefore the obtained results in Paper IV are angle-dependent.

![Diagram of the fluorescence spectrograph](image)

Figure 3.4: Schematic view of the fluorescence spectrograph used in Paper IV.

Fluorescence spectrometry has experienced a renaissance during the past two decades after it was first combined with the endless possibilities of synchrotron radiation. This photon-induced fluorescence spectroscopy (PIFS) offers a competent tool for investigating excited states that radiate [38, 39]. For instance, no other technique is capable of studying neutral but excited fragments that cannot decay via autoionization (such as H) created in a molecular dissociation [40]. In addition to molecular dissociation investigations, many of the PIFS studies (see e.g. [41] for early works, and Paper IV or [42] for recent studies) have been dedicated to investigating photon energy dependence in rare gas atoms.
The inherently high resolution of fluorescence spectroscopy is the major advantage of the method in comparison with electron spectroscopy. The major drawback of PIFS is related to the cascade contribution [39, 43]. The intensity of the fluorescence depends only on the population of its initial state but it is insensitive to the different routes populating it. Thus, if the fluorescence originating from a resonant Auger final state (populated nonradiatively via direct photoionization or resonant Auger decay) is investigated, one has to remember that radiative processes (cascade transitions from higher-lying states) can also populate the same state. This complicates the study of a specific decay process preceding the fluorescence decay as noted in Paper IV.

### 3.3 Line width

A spectral line observed in a fluorescence or electron spectrum is not infinitely narrow but has a width that is a result of different line broadening mechanisms. The profile of the line depends on the profiles of the contributing broadening mechanisms. Usually, these are approximated by a Gaussian or a Lorentzian distribution which are depicted in Fig. 3.5. Figure 3.5 also shows a Voigt profile, which results from the convolution of a Lorentzian and a Gaussian profile. [12]

![Figure 3.5: Gaussian, Lorentzian and Voigt profiles. Voigt profile has a equal contribution from Gaussian and Lorentzian line profiles.](image)

**Lifetime width**

The inherent lifetime width \( (\Gamma_{\tau}) \) stems from the Heisenberg uncertainty principle [3]. An inner-shell vacancy has a finite lifetime \( (\tau) \) which depends on the transition rates to all possible final states. The lifetime width is inversely proportional to the lifetime as

\[
\Gamma_{\tau} \geq \frac{\hbar}{\tau}
\]  

(3.3)
and the line profile is a Lorentzian.

Non-radiative decay is typically much faster than UV fluorescence decay\footnote{In Kr$^+$, a nonradiative decay rate is in the pico or femtosecond range whereas fluorescence decay varies between micro and nanoseconds.} and a longer lifetime of the fluorescence initial state is reflected as a narrower broadening in a fluorescence spectrum. Photoelectron lines of a valence shell (such as Xe 5$p$ and Ne 2$s$ photolines) have a negligible lifetime broadening for the same reason since for these states the nonradiative decay is energetically forbidden. Therefore valence photolines are often used to evaluate the contribution of other line broadening mechanisms as in Papers I-II, and V.

**Doppler broadening**

Especially in experiments where a gas cell is used, the atoms move randomly in the interaction region. The velocity of the atom relative to the analyzer may shift the observed kinetic energy of the ejected electron and the result is called Doppler broadening ($\Gamma_D$). The line profile is a Gaussian and the line width (in meV) depends on the mass of the atom ($m$ in amu), temperature in the chamber ($T$ in K), and the kinetic energy of the electron ($E_{\text{kin}}$ in eV) as \[ \Gamma_D = 0.7215 \cdot \sqrt{\frac{E_{\text{kin}}T}{m}}. \] (3.4)

Doppler broadening can be diminished by minimizing the velocity component of the atoms in the direction of the analyzer. In other words, a parallel atom beam directed perpendicular to the analyzer needs to be achieved e.g. using a velocity selection \cite{45}.

**Spectrometer broadening**

In both electron and fluorescence analyzers the finite size of the entrance slit is directly affecting the observed line width. The shape of the spectrometer broadening ($\Gamma_{sp}$) is assumed to be a Gaussian.

**Photon bandwidth**

The contribution of the finite photon bandwidth ($\Gamma_{hv}$) should not be forgotten either even though it is present only in the photoelectron and resonant Auger spectrum. The normal Auger and UV-fluorescence lines, whose energy does not depend on the excitation energy, are free from this contribution. Photon bandwidth is determined by the monochromator exit slit and its line profile is also a Gaussian.
Total line width

As a result, the total line width of a photoline ($\Gamma_{tot}$) is a convolution (marked with an asterisk) of all above-mentioned contributions

$$\Gamma_{tot} = \Gamma_\tau \ast \Gamma_D \ast \Gamma_{sp} \ast \Gamma_{hv}$$  \hspace{1cm} (3.5)

and Eq. (3.5) was used in Papers I-II, where the lifetime widths $\Gamma_\tau$ were extracted from the experimental total line widths.

Pressure (or collision) broadening caused by collisions of target atoms is not included since it is not an issue with the limited pressures used in the experiments, even though pressure-induced effects were checked in the study of Paper IV. Eq. (3.5) applies also to Auger lines if the photon contribution (the last term) is omitted and the lifetime width ($\Gamma_\tau$) represents also the lifetime of the Auger final state.

In case of resonant Auger lines, Eq. (3.5) applies if the photon bandwidth is greater or equal to the lifetime width of the excited state (i.e. $\Gamma_{hv} \geq \Gamma_\tau$). If the photon bandwidth is substantially smaller, the resulting broadening reflects only the photon bandwidth as observed first by Brown et al. [46] and shown theoretically by Åberg and Howat [47]. This line sharpening is due to the Auger resonant Raman effect and the total experimental broadening is equal to

$$\Gamma_{tot} = (\Gamma_\tau \cdot \Gamma_{hv}) \ast \Gamma_D \ast \Gamma_{sp}.$$  \hspace{1cm} (3.6)

Figure 3.6 shows how the product (instead of convolution) in Eq. (3.6) reduces the lifetime width in the resonant Raman regime provided that $\Gamma_{hv} < \Gamma_\tau$ and resonant Auger lines with subnatural line widths can be observed [48].

Figure 3.6: Product of the photon bandwidth and the lifetime broadening in case $\Gamma_\tau > \Gamma_{hv}$. 
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Data analysis

In the course of the measurements, the experimental conditions change. The photon flux decreases exponentially, the pressure in the chamber goes through variations and the transmission of the analyzer alters for different photon or electron energies. Before deriving any results from the experimental data, the effects of possible error sources must be taken into account.

4.1 Corrections

Any instrument, whether it is a thermometer, a pressure gauge, an electron spectrometer, or a fluorescence spectrograph, has a finite accuracy. The instruments are calibrated by their manufacturer but under different experimental conditions a recalibration is often needed. Nonetheless, the obtained readings are indicative.

4.1.1 Energy calibration

The wavelength scale of a fluorescence spectrograph as well as the kinetic energy scale of an electron spectrometer needs to be calibrated if accurate wavelengths or energies are wanted. The calibration is made using some well-known lines measured during the experiment and thus under the same experimental conditions. An additional wavelength calibration of the fluorescence spectrograph in Paper IV was unnecessary since the investigated lines themselves are well-known from optical data [14]. A comparison with the known values and the spectrograph readings revealed that the latter ones had shifted approximately 3 nm.

In Papers I-II, where the binding energies of Mn $3p$ and Eu $4d$ photolines were determined, a careful energy calibration was essential. In case of Mn (Paper I), the $3p$ photolines happen to lie close to the well-known Xe $4d$ photolines [49] and the binding energy calibration was made by measuring an electron spectrum containing both Mn $3p$ and Xe $4d$ photolines.
For Eu 4d photolines, there are no suitable photolines nearby. Utilizing the fact that the kinetic energy of photolines is a linear function of excitating photon energy [cf. Eq. (2.6)] and the kinetic energy of Auger lines is always the same, the unknown photolines can be shifted to overlap partially with known Auger lines [e.g. Xe $N_4O_2O_2$ Auger lines [50]]. This way one obtains the correct kinetic energies of the photolines but before applying Eq. (2.6) the used photon energy also requires a calibration with a known photoelectron line (such as Xe 4d used in Paper II).

When performing experiments requiring a resonant excitation such as the resonant Auger studies in Papers III-V, the correct excitation energy has to be found by measuring an absorption spectrum (in practice, a total ion or electron yield, see Fig. 2.3). The energy of photons passing through the monochromator exit slit shifts as the optical elements are warmed up under the radiation exposure. Therefore, in the study of Paper V, the exact position of the resonance was checked from time to time in order to measure with a photon energy exactly on top of the Ne 1s $\rightarrow$ 3p resonance.

### 4.1.2 Transmission correction

In Papers I-II, electron spectra were measured over a range of several dozens of eVs. This requires considerable changes in the voltages of the retarding lens and produces variations in the transmission of the electron analyzer. Typically, the transmission decreases as a function of the kinetic energy but due to different experimental conditions, a transmission correction should be made each time the experimental parameters have been modified, especially if the relative intensities of the electron lines are to be compared with one another or with calculated values. By observing the intensity ratio between a photoline and the subsequent Auger lines at different photon energies the transmission of the spectrometer can be deduced [51]. In Papers I-II, the Xe 4d photolines were followed as a function of the photon energy and compared with selected Xe $N_4O_2O_2$ Auger lines.

### 4.1.3 Detector efficiency

The detection of electrons in SES-100 and SES-200 analyzers is carried out by scanning an electron peak across the detector and summing the intensity from each channel together. Consequently, deficiencies in some channels do not contribute to the final outcome.

However, the fluorescence spectrograph used in Paper IV utilizes so-called fixed mode to record a wavelength interval $\lambda + \Delta\lambda$ and in the course of the data analysis few of the channels were found to give only a zero contribution. In order to compensate efficiency changes, a strong fluorescence line was

\[^1\text{Notation } N_{4,5}O_{2,3}O_{2,3} \text{ is equal to } 4d^{-1} \rightarrow 5p^{-2}.\]
scanned across the CCD detector. The intensity of the line at different points of the detector provided the variations in the efficiency after accounting for the decreased photon flux during the measurements.

### 4.1.4 Variations in experimental conditions

During a measurement, the experimental conditions should be kept constant. Any optimization required is made in advance to avoid sudden changes that might alter the results. However, not all parameters can be kept constant and one of these is the photon flux.

In Papers III-IV, the photon energy was scanned across the Kr $3d \rightarrow np$ ($n = 5, 6$) resonances. Tuning the photon energy has an influence on the photon flux that has to be taken into account. Therefore, the reading of the photodiode current, which measures the flux behind the interaction region, was recorded and used in the data analysis to normalize the flux variations.

Another fluctuating parameter in gas phase experiments is the chamber pressure. In normal conditions, the pressure is approximately constant over time but it has to be monitored for unexpected changes that might endanger the ultra-high vacuum of the monochromator.

### 4.2 Data processing

In order to extract information from an experimental spectra, the spectra is fitted with analytical curves characterized by a peak position, an intensity, a Lorentzian and a Gaussian line width component, and an asymmetry parameter. The sum of these curves constitutes an envelope and the goodness of the fit can be evaluated by calculating the square of the differences between the data points ($Y_i$) and the value of the envelope at that point ($y_i$) [i.e. $(Y_i - y_i)^2$]. The optimal result is achieved by minimizing this quantity as the peak positions, intensities, widths, and asymmetries are varied under the restrictions given beforehand.

As a result of this fitting procedure, the characteristics of the spectral lines (energy, intensity, width components, and possible asymmetry) are obtained. Comparing the intensity obtained from measurements at different angles, the angular distribution parameter can be calculated according to Eq. (2.13) for the ejected electron as well as for the emitted fluorescence. The normalization of the spectra from different angles relative to each other usually requires that one (or more) $\beta$ parameter is known. In Paper V, the spectra were normalized with the help of $(^1D)3p^2D$ ($\beta = -0.99$) and $2s$ photoline ($\beta \approx 2$).

As described before, the total line width is composed of a Lorentzian and a Gaussian line profile. The only Lorentzian contribution comes from the inherent lifetime width. By estimating the magnitude of the other broadenings
in Eq. (3.5) (i.e. $\Gamma_D$, $\Gamma_{sp}$, and $\Gamma_{hv}$) the Lorentzian component of the total width can be extracted by fixing the Gaussian component and running the fitting procedure. This was applied in Papers I-II where the lifetime widths of Mn 3$p$ and Eu 4$d$ photolines were obtained.

### 4.3 Deconvolution

In case of a line group that has large line widths and small energy separations between the lines, the individual lines are smeared out, which complicates the interpretation of the spectrum. Since the experimental conditions are the same for each of the lines, the line broadenings resulted from the Doppler effect, the spectrometer, and the photon band are also the same. By deconvolving these contributions from the spectrum, the resolution enhances and individual lines are better resolved.

Deconvolution is an inverse process of convolution. In practice, obtaining a functional deconvolution program is not a trivial task due to experimental background noise. If the noise is handled appropriately, the deconvoluted spectrum might reveal features not observed before. Otherwise, the only benefit of the procedure is visual.

In Paper V, the deconvolution program Recovery [52] was tested. The program is based on a maximum likelihood method, which provides the ultimate resolution enhancement compared with any other non-parametric methods or with linear methods. The goal of the program is to determine the estimate of the unknown function (i.e. signal) as accurately as possible from the random function (i.e. the measured spectrum). In the computations of the required convolutions, Recovery exploits a fast Fourier transform program.
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Calculations

The relativistic atomic structure calculations performed in all included papers are based on the multiconfiguration Dirac-Fock (MCDF) method. These \textit{ab initio} calculations are derived from relativistic quantum mechanics without reference to any empirical data. Consequently, while they provide a basis for the interpretation of the experimental data, they also serve as a validity test of quantum mechanics. Nowadays, even after decades of testing, quantum mechanics is considered to be the best description we have for atoms.

5.1 Wave functions and energies

The MCDF method originates from the time-independent Schrödinger equation \cite{2}

\[ H \Psi = E \Psi, \tag{5.1} \]

where the state of the system (in this case an atom) is described by a wave function \( \Psi \), \( H \) is the Hamiltonian operator for the system, and \( E \) the total energy. For a system with \( N \) electrons, the Dirac-Coulomb Hamiltonian utilized in the relativistic MCDF method is of the form (in atomic units)

\[ H_{DC} = \sum_{i=1}^{N} [c \alpha(i) \cdot p(i) + \beta(i)c^2 + V(r_i)] + \sum_{i<j}^{N} \frac{1}{|r_i - r_j|}, \tag{5.2} \]

where \( r_i \) is the position vector of an electron \( i \), \( c \) is the velocity of light, \( \alpha(i) \) and \( \beta(i) \) are the Dirac matrices, and \( p(i) \) is the momentum operator. The first sum includes the one-electron Dirac Hamiltonians in the spherical potential energy \( V(r_i) \) and the latter sum represents the interactions amongst the electrons. \cite{53, 54}

In practice, the calculation of the Coulomb repulsion between the electrons is first evaluated in the central-field approximation by an average screening of the stationary nuclear charge and the solutions \( \Psi \) are found
by varying the total energy \( E = \langle \Psi | H | \Psi \rangle \) as long as a stationary solution is obtained [53]. Subsequently a more accurate estimate of Coulomb interaction is obtained by configuration mixing.

Dirac orbitals, which are solutions of the one-electron Dirac equation [55], are of the form

\[
\Psi_{n\kappa m}(r) = \frac{1}{r} \begin{pmatrix} P_{n\kappa}(r) & \chi_{\kappa,m}(\theta, \phi) \\ iQ_{n\kappa}(r) & \chi_{-\kappa,m}(\theta, \phi) \end{pmatrix},
\]

(5.3)

where \( m = m_j \), \( P_{n\kappa}(r) \) and \( Q_{n\kappa}(r) \) are radial functions, \( \chi_{\kappa,m}(\theta, \phi) \) are spin-orbit functions, and \( \kappa \) is the relativistic quantum number \([\kappa = -2(j-l)(j+\frac{1}{2})]\). Using these one-electron orbitals, antisymmetrical Slater determinants are formed for an \( N \) electron atom as

\[
\Psi = \frac{1}{\sqrt{N!}} \det |\psi(1)\psi(2)\cdots\psi(N)|.
\]

(5.4)

These determinant functions could be used, but instead, coupled wave functions, which are more concise, are used in calculations [54].

In the relativistic atomic structure program \textsc{Grasp92} [56], a configuration state function (CSF) \( \Psi^{CSF} \), which is characterized by specific values of \( \Pi, J \), and \( M_J \), is constructed from the one-electron orbitals in the \( jj \)-coupling scheme. The \( jj \)-coupled wave function can be expanded to linear combinations of uncoupled Slater determinants [57] if needed in numerical computations of e.g. transition probabilities of radiative transitions.

An atomic state function (ASF) \( \Psi^{ASF} \), describing an atomic state with given \( J \) and \( \Pi \), is a linear combination of the CSFs

\[
\Psi^{ASF} = \sum_{i=1}^{n_C} c_i \Psi_i^{CSF},
\]

(5.5)

where \( c_i \) are mixing coefficients and \( n_C \) is the number of CSFs included. If more than one configuration is used in the formation of the CSFs the mixing of these configurations via mixing coefficients \( c_i \) is called configuration interaction (CI). A calculation with only one configuration is referred to as single-configuration (SC) approximation, whereas two or more configurations make up a multiconfiguration (MC) calculation. Especially in Paper I the effects of CI were studied by comparing the results of SC and MC calculations.

If the orbital wave functions are fixed, the solving of the ASFs and corresponding eigenenergies is reduced to a set of equations

\[
(H - E_j I) c_j = 0,
\]

(5.6)

for each state \( j \). Above, \( c_j \) is the \( j \) component of a vector with \( n_C \) components, \( I \) is a \( n_C \times n_C \) unit matrix, and \( H \) is the Hamiltonian operator.
5.2. TRANSITION PROBABILITIES

Orbitals and mixing coefficients can be optimized self-consistently either separately, when it is called an average-level (AL) calculation (uses an average energy of the configuration in orbital optimization) or together, which is known as an (extended-)optimal level [(E)OL] calculation [uses the energy of one (or more) specified ASF].

5.2 Transition probabilities

The wave functions and energies obtained from GRASP92 have been used in Papers I-V to calculate transition probabilities and angular distribution parameters. In the sudden approximation [58], the transition is considered to be an abrupt change in the potential but the initial (\(\Psi_i\)) and final states (\(\Psi_f\)) can be assumed to be well defined.

Calculation of any property related to a transition stems from the transition amplitude

\[ T_{if} = \langle \Psi_f | V | \Psi_i \rangle, \]

where the transition between the initial and final states is mediated by an operator \(V\). If an electron is emitted in the transition, the final state consists of the continuum electron (\(\varepsilon l\)) and the final state of the atom (\(\phi_f\)) i.e. \(|\Psi_f\rangle = |\phi_f \varepsilon l\rangle\).

The transition probability (or rate) \(P_{if}\) of a selected transition is proportional to the square of the transition amplitude [59]

\[ P_{if} = \frac{2\pi}{\hbar} |T_{if}|^2. \]

This is also known as Fermi’s golden rule.

5.2.1 Photon-atom interaction

In a direct photoionization, the photon-atom interaction leads to an emission of an electron. The photon is described as an electromagnetic wave \(A \propto \hat{e} \cdot \exp(ik \cdot r)\), with the characteristic polarization vector of the field (\(\hat{e}\)), wave number vector (\(k\)), and the position vector of the wave (\(r\)). In dipole approximation, only the first term of the Taylor expansion

\[ e^{i k \cdot r} = 1 + ik \cdot r - \frac{1}{2} (k \cdot r)^2 + \cdots \]

is taken into account. This reduces the photon-atom interaction to \(V_D = \sum_i p_i \cdot A \propto \sum_i p_i \cdot \hat{e}\). The momentum of the electron can be expressed either as \(r_i\) (in the length form) or as \(-i\hbar \nabla_i\) \(^1\) (in the velocity form) [60]. The

\(^1\)In atomic units, \(\hbar = 1\).
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length and velocity forms of the transition amplitude are, however, exactly equal for exact eigenfunctions of the many electron Hamiltonian only. In approximative calculations, the length and velocity forms are equal if relaxation is neglected for one electron orbitals, calculated in local potentials.

In Papers I-II, the photoionization transition probabilities were approximated by a program called PHOTO\textsuperscript{2} \cite{61}, which exploits the ASFs obtained from GRASP92 for the initial \((i)\) and final ionic states \((f)\)

\[
\Psi_{i}^{ASF} = \sum_{\alpha} c_{i\alpha} \Psi_{\alpha}^{CSF}(J_i), \quad \Psi_{f}^{ASF} = \sum_{\beta} c_{f\beta} \Psi_{\beta}^{CSF}(J_f). \tag{5.10}
\]

By comparing the mixing coefficients \((c_{i\alpha} \text{ and } c_{f\beta})\) and multiplying the coefficients with the same parent configuration together, the transition probability is obtained by taking a square of the multiplied coefficients summed together and multiplying the square with an angular momenta dependent weight factor \(\Lambda(J_i, j_\mu, J_f)\). In other words,

\[
T_{ij}^{PI} = \Lambda(J_i, j_\mu, J_f) \left| \sum_{\alpha\beta} c_{i\alpha} c_{f\beta} \delta_{X_\alpha Y_\beta} \right|^2, \tag{5.11}
\]

where \(j_\mu\) is the momentum of the ionized orbital, \(X_\alpha\) refers to the configuration associated with the final ionic state and \(Y_\beta\) to the same parent configuration in the initial state \cite{62}. This approximation does not provide any information about the photoelectron but, in the light of the results in Papers I-II, it is sufficient for providing a rough estimation. The results of this program also indicate if the ASFs\textsuperscript{3} are poor by giving a result far from the one observed.

The resonant Auger final states \(4p^{-2np}\) in Kr studied in Papers III-IV are also populated via direct photoionization. To study the interference between different population mechanisms in Paper III the direct photoionization amplitudes were calculated using a new PHOTO component \cite{63} of the RATIP package \cite{64}. PHOTO utilizes the nonorthogonality of separately optimized orbitals in the initial and final states of the transition and gives the results both in the length (also known as Babushkin) and in the velocity (also known as Coulomb) gauges.

In Papers III-IV, photoabsorption (or excitation) probabilities were also calculated using a program called REOS99 \cite{65}, which requires that the ASFs are expanded to a determinant basis with its accompanying component CESD99 \cite{57}.

5.2.2 Coulomb interaction

In Papers I-II, and V, the Auger decay has been treated as a simplified two-step process in which the Auger decay from an ionized or excited state is

\textsuperscript{2}Nowadays, the revised version of this program is known as IONIS.

\textsuperscript{3}actually, the mixing coefficients of the ASFs
considered to be a separate and independent event. In this approximation, the transition probability is simply proportional to the square of the transition amplitude in Eq. (5.7) with the Coulomb interaction operator \((V = V_C)\), i.e.

\[
T_{ij}^A = \langle \Psi_f | \sum_{i<j} \frac{1}{r_{ij}} | \Psi_i \rangle. \tag{5.12}
\]

In the frozen core approximation, all but the participating subshells are assumed to be left unchanged during the transition \(n_b l_b^{-1} \rightarrow n_c l_c^{-1} n_d l_d^{-1} + \varepsilon_A l_A\) and Eq. (5.12) is reduced to a two-electron matrix element that in turn can be calculated with the help of Slater integrals as

\[
\left\langle bA; JM \left| \frac{1}{r_{12}} \right| cd; J'M' \right\rangle \propto \sum_k \int_0^\infty \int_0^\infty [P_b(1)P_c(1) + Q_b(1)Q_c(1)]
\]

\[
\times [P_A(2)P_d(2) + Q_A(2)Q_d(2)] \frac{r_k}{r_k+1} dr_1 dr_2, \tag{5.13}
\]

where \(P_{nl}(r)\) and \(Q_{nl}(r)\) are radial wave functions and the notation \(r_\langle (r_\rangle)\) is used for \(\min(r_1, r_2) \ [\max(r_1, r_2)]\). [34]

The Auger decay rates \((\propto |T_{ij}^A|^2)\) in Papers I-II have been computed by utilizing a program called \textsc{Auger} [66] which also provides the \(\beta\) parameters of Auger electrons if requested as in Paper V. The program can also print the radial integrals, a feature which was utilized in Paper I. The SC calculation predicted too pronounced super-Coster-Kronig decay rates whereas in the MC approximation these decay rates were contracted. A closer inspection of radial integrals revealed that this was due to a cancellation of amplitude components with different signs.

If the calculated Auger decay spectrum is plotted as in Papers I-II, the Auger decay rates \((P_{ijf}^A)\) have to be multiplied with the photoionization probabilities of the intermediate state \(j (P_{ij}^{PI})\) and divided by the total decay rate \((\sum_j P_{jf})\) i.e.

\[
N_A = \frac{P_{ijf}^A P_{ij}^{PI}}{\sum_j P_{jf}}, \tag{5.14}
\]

where \(N_A\) is the number of electrons [61].

The calculations performed with \textsc{Auger} are limited to transitions involving two-electrons only [cf. Eq. (5.13)]. This excludes the calculation of shake-up (or down) transitions including three active electrons, which actually sometimes are dominating transitions in resonant Auger decay [20].

The probabilities of resonant Auger transitions including a shake process \(nl \rightarrow n'l' (n \neq n')\) can be evaluated in the strict spectator approximation [67] according to which the interaction between the spectator electron and core electrons is so weak that it can be ignored. Then the amplitude of a transition \(\phi_n ml \rightarrow \phi_{nl} nl'\) can be expressed in a simplified form [68]

\[
\langle \phi_{n'l'} | V_C | \phi_n ml \rangle \approx \langle n'l'| nl \rangle \langle \phi_{nl} | V_C | \phi_n ml \rangle, \tag{5.15}
\]
where $\phi_{i(f)}$ is the initial (final) state configuration without the excited electron and $\langle n'\ell'|nl \rangle$ represents the overlap integral of the orbitals $n'\ell'$ and $nl$.

As a result, for a specific final state $\phi_f n_k l_k$, the transition amplitude from an initial state $\phi_i nl$ can be expressed as

$$
\langle \phi_f n_k l_k | V_C | \phi_i nl \rangle \approx \sum_{n'} \langle n_k l_k | n'\ell' \rangle \langle \phi_f n'\ell' | V_C | \phi_i nl \rangle,
$$

where the summation includes the case $n'\ell' = nl$ as well and has a restriction $\sum_{n_k} \langle n_k l_k | n'\ell' \rangle = 1$. The right side of the equation is non-zero also for cases $n'\ell' \neq nl$ if configuration interaction is included and it mixes the configurations considerably. This was the case for Kr $4p^4np$ ($n \geq 5$) states in Papers III-IV.

5.2.3 Resonant photoionization

The two-step formalism has been considered to be adequate also in the description of resonant Auger decay provided that the photon energy is chosen from the top of an isolated resonance [69]. In case of close-lying resonances with large lifetime widths that overlap, the two-step approximation is no longer valid and the interference between these two channels ($i \rightarrow R_1 \rightarrow f$ and $i \rightarrow R_2 \rightarrow f$) is observed [70].

The transition amplitude between the initial and final states $\Psi_i$ and $\Psi_f$ when accounting for resonance channels via excited states $\Psi_R$ is expressed as [47]

$$
T_{if}^{RA} = \langle \Psi_f | V_D | \Psi_i \rangle + \sum_R \frac{\langle \Psi_f | V_C | \Psi_R \rangle \langle \Psi_R | V_D | \Psi_i \rangle}{\hbar \nu - E_R + i\Gamma_R/2},
$$

where $\Gamma_R$ and $E_R$ are the lifetime width and energy (relative to the initial state) of the resonance $R$. The first term of the expression is the direct photoionization mediated by a dipole operator ($V_D$), whereas the summation represents the resonance contribution, which can be computed in the two-step formalism. The photoexcitation amplitude $\langle \Psi_f | V_C | \Psi_R \rangle$ can be calculated using REOS99 and the subsequent Auger amplitude $\langle \Psi_f | V_C | \Psi_R \rangle$ using AUGER.

On top of a resonance $R$ only one term of Eq. (5.17) dominates and the use of the two-step model is justified. However, if the direct contribution is large, the interference between the direct and the resonant channel has to be taken into account. In case of two overlapping resonances, as the $3d_{3/2}^{-1}5p$ and $3d_{5/2}^{-1}6p$ resonances in Kr (see Fig. 2.3) investigated in Papers III-IV, the interference between the resonance channels, which is also called coherence, needs to be taken into account.

Interference can be seen as asymmetric line shapes, also known as Fano profiles, of the intensity as a function of photon energy [71]. However, the interference seen in the intensities is sometimes rather subtle since it is proportional to the square of the transition amplitude. Instead, the $\beta$ parameters
are calculated from the transition amplitudes as a coherent sum and they therefore contain more direct information about the phase differences of the contributing channels (or partial waves), which are responsible for interference effects [72]. Therefore, a complete experiment that provides the relative amplitudes and their phases (and all the other information of the decay) requires the determination of the $\beta$ parameter (and spin-polarization) of the electron [73]. For Xe, a complete experiment has been performed by combining the data of $\beta$ parameters and spin-polarization of the electron with the alignment of the ion obtained from PIFS measurements in a resonant Auger decay $4p_{5/2}^{-1}6p \rightarrow 5p^46p$ [74].

In Papers III-IV, the interference was investigated at the Kr $3d \rightarrow np$ resonances with the MCDF calculations. The public RATIP package lacks a code calculating the direct amplitudes, which had prevented this kind of computations from us until then. Others had already performed interference calculations earlier, Sorensen et al. in 1994 [75] and Lagutin et al. [76] more recently.
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Summary of the included papers

The history of both electron and fluorescence spectroscopy can be divided into two eras: the time before and the time after synchrotrons. The possibilities of the era after synchrotrons have increased the number of experiments in both of these fields and, most of all, they have enhanced the scope of accessible problems. As said before, the high-resolution photoelectron studies of metal vapours (Papers I-II) could not have been done without the high flux of synchrotron radiation. On the other hand, it is the tunability and small bandwidth of synchrotron radiation that has made resonant Auger studies in the Raman regime (Papers III-V) possible.

The latter era also brought new challenges for theoreticians. A great many new experimental observations were achieved with a better resolution that required more accurate or completely new theoretical predictions. At the same time, the computational power of computers has increased providing the necessary tools for performing the required calculations.

This thesis consists of five original papers which all include an experimental part obtained using synchrotron radiation and a theoretical part with new calculations. In the following, the motivation and the results of these papers are briefly summarized.

Papers I-II: Metal vapours

A decade ago, the third generation synchrotron light source MAX-II was built. Soon after, the first measurements were performed at the beamline I411 [33] and among them, some electron spectra of atomic Mn were measured. One of the several photoelectron and Auger spectra contained both the $3p$ photoelectron spectrum and the subsequent Auger spectrum that looked like a mirror image of the photoelectron spectrum. This feature persuaded us to perform new measurements concentrated on the $3p$ photoionization and its
Auger decay.

There are several earlier studies of the Mn 3p photoelectron spectrum which have been reviewed recently by Martins et al. [77]. One of these studies [78] had already investigated the 3p photoelectron spectrum in detail together with the calculations from the Cowan code [4]. The studies on the Auger decay following the 3p photoionization are far more rare and they have been measured with a rather moderate resolution. To demonstrate this, Fig. 6.1 shows the results obtained by Väyrynen and Aksela in 1981 [79] and the ones published in Paper I.

Figure 6.1: Auger spectra of Mn measured using electron bombardment (upper panel) [79] and synchrotron radiation (lower panel).

The data analysis revealed that the most prominent Auger lines (around $E_K \approx 25 - 28$ eV) are slightly broader than the most prominent photolines corresponding to the initial states of these Auger transitions. Our computations showed that this was indeed the case. The three lines in the Auger spectrum originated from transitions $3p^5 (2P) 3d^5 4s^2 4P \rightarrow 3d^4 4s^1 6D_J$ (where $J = 4, 3, 2$ and $J' = 9/2 - 1/2$) and were composed of a group of final states
instead of one final state explaining the broader structure.

Followed by the success of our calculated Auger spectrum in MC approximation, the Eu 4d photoionization and the subsequent Auger spectrum were measured in order to perform a similar study. These measurements provided us the same information as the ones of Mn: the experimental binding energies, intensity ratios, and lifetime widths of the most prominent photolines with higher accuracy than earlier [78, 80].

However, the calculations for Eu became considerably more complicated. Whereas the CSF basis for an extended calculation of a rare gas atom has some dozens of states and the MC calculation for Mn performed in Paper I consists of several hundreds of states, a SC calculation for some Auger final states in Eu deals with thousands of states. Even though the most prominent features of the 4d photoelectron spectrum of Eu were very well reproduced by our rough photoionization approximation (as was the case also in Mn), the desire to compare the calculated Auger spectra obtained from the SC and MC approximations had to be buried.

In Mn (Paper I), the initial ionic state configuration interaction (IISCI) was found to be in a major role in reproducing the Auger spectrum. In the LS-coupling scheme, super-Coster-Kronig transitions from the 3p−17P_J states to the 3d−2 final states are completely forbidden. The jj-coupling scheme does not propose such a restriction and in SC approximation, the super-Coster-Kronig transitions were overestimated judging by the comparison with experimental spectrum. In the MC approximation, the mixing of the 3p53d64s2, 3p53d64s1, and 3p53d7 configurations (IISCI) resulted in a reduction in the transition probabilities to the 3d−2 final states in accordance with the observed spectrum. Thus, Auger decay was found to be a more sensitive tool for investigating the computational details than photoionization.

Due to the restricted computational feasibility, only few of the Auger transitions following the Eu 4d photoionization could be analyzed. However, in the light of the obtained calculations, the most prominent features in the Auger spectrum can be attributed to Coster-Kronig transitions to the 4f−15p−1 and 4f−15s−1 final states (structures around \( E_K = 88 \text{ eV} \) and 65–70 eV, respectively).

**Paper III-IV: Interference effects in Kr**

Among the first experiments performed at the brand-new beamline I411 were also the angle-resolved measurements of the Kr 4p⁴(1D)np (\( n = 5, 6 \)) states across the overlapping 3d⁵3p\( ^{-1}5p \) and 3d⁵4p\( ^{-1}6p \) resonances. This study aroused from the earlier observations of the lifetime interference (or coherence) between these resonances in the intensities of these line groups [70]. However, the obtained experimental results lacked a theoretical counterpart for several years.
In the meantime, PIFS measurements of the alignment parameters became popular (see e.g. [81]) and the alignment of the resonant Auger final states $4p^45p$ was investigated a great deal [82]. The experiments were first confined to specific energies at the top of the resonances and interpreted with the help of the two-step calculations, which was also the evolution of the Auger electron $\beta$ parameter studies of the Kr $4p^45p$ states [83]. During the past five years, the alignment studies have been extended to cover several energies across the $3d \rightarrow np$ ($n = 5, 6$) resonances and all the channels in Eq. (5.17) have been included in the Pauli-Fock calculations [76, 84].

Published in 2007 [85], the photon energy-dependency of the $\beta$ parameters across the $2p \rightarrow 3d, 4s$ resonances in Ar were calculated within the MCDF theory. Soon after, similar calculations were also performed for Kr in order to interpret the above-mentioned experimental results (Paper III) as well as the new results from PIFS measurements performed in 2006 (Paper IV).

![Figure 6.2: Electron and fluorescence spectra of $4p^4(1D)5p$ $^2D_{5/2}$, $^2P_{1/2}$, and $^2D_{3/2}$ states.](image)

As mentioned earlier, the $\beta$ parameters of Auger electrons (as well as the alignment parameters) are far more sensitive to interference effects than intensities [72], which is evident from the results of Paper III. The experimental $\beta$ values show very pronounced variations especially for the $4p^4(1D)6p$ states as the photon energy is scanned across the $3d_{3/2}^{-1}5p$ and $3d_{5/2}^{-1}6p$ resonances. Unfortunately, the PHOto package was unable to predict any direct contribution for states with $J > 3/2$, even though these lines have also been observed outside the resonances as in the fluorescence spectra of Paper IV. The lack of direct contribution was clear from the difference between the calculated and measured behaviour of the $\beta$ parameter for one line, where the only contributing channels were via the $3d_{3/2}^{-1}5p$ resonance and direct photoionization. In contrast, for another line the $3d_{5/2}^{-1}6p$ resonance channel had
a major contribution as well and the correspondence between the experimental and calculated $\beta$ parameter enhanced greatly when the shake transitions were accounted for and the lack of the direct contribution was not so evident.

The experimental resolution in Paper III was less than 30 meV but it was not sufficient for separating all the $(4p^4(^1D)5p, 6p)$ states. For example, line 1 was a superposition of three final states ($2D_{5/2}, 2P_{1/2}$, and $2D_{3/2}$). Fascinated by the outmost resolution of PIFS measurements, the fluorescence emitted from these states was measured and even though the experimental resolution was a compromise between the resolution and the transmission, these lines were resolved easily. Figure 6.2 shows these lines measured with the electron spectrometer (SES-200) and with the fluorescence spectrograph.

However, since the fluorescence measurements were performed in the plane of the electric vector of incident photons, the results were angle-dependent. In other words, the intensity varies as a function of the photon energy due to the changes in the $\beta$ parameter. Another reason which complicates the interpretation of the intensity ratios is the cascade contribution from higher-lying states. The transition scheme related to this problem is sketched in Fig. 6.3.

![Transition scheme of the population and the subsequent decay of the Kr $4p^45p$ states.](image)

Due to the minor outcome from the experimental side in Paper IV, an extended set of calculations was performed. Again, the initial state configuration interaction (ISCI) was found to be important. The inclusion of $7p$ orbitals both in the initial and final states did not affect the composition of
the final states much but changed the mixing coefficient of the initial states considerably. Consequently, the Auger amplitudes were changed and a reversed interference in the intensity behaviour, in contrast with the earlier calculations and the experimental results, was observed.

**Paper V: Resolution enhancement**

The resonant Auger decay following the $1s \rightarrow 3p$ excitation in Ne has also been the subject of several investigations [19, 86]. However, the photon energy needed to excite the $1s$ electron to the $3p$ subshell is about 867 eV and with a 5 μm monochromator exit slit, the photon bandwidth is approximately 200 meV at the beamline I411. In addition, the Doppler broadening for Ne with large kinetic energies ($E_K > 800$ eV) is greater than 80 meV. Consequently, the observed resonant Auger lines are broad.

Beamline 27SU [87] at the synchrotron facility SPring-8 offers a possibility to reduce the photon bandwidth below 100 meV at $h\nu = 867$ eV. In such a case, the Doppler contribution becomes an important factor in the total width. To overcome this broadening, the Doppler-free measurements were performed by restricting the motion of neon atoms [45]. Using a parallel atom beam eliminates the Doppler broadening but decreases the intensity in comparison with the gas cell measurements.

![Figure 6.4: Original (upper panel) and deconvolved (lower panel) resonant Auger spectrum following the Ne $1s \rightarrow 3p$ excitation.](image-url)
The resolution at the beamline I411 could also be enhanced by using a gas jet and restricting the photon bandwidth. However, obtaining sufficient statistics with these settings would increase the recording time out of reasonable range. Therefore, the resolution enhancement applied afterwards was a tempting alternative.

Figure 6.4 shows the angle-independent resonant Auger spectrum after $1s \rightarrow 3p$ excitation. The spectra measured with three different angles were deconvoluted with different broadenings. To demonstrate the result of the deconvolution, a deconvolved spectrum is shown in the lower panel of Fig. 6.4. The $\beta$ parameters were determined from the original and deconvolved spectra to ensure no information loss occurred in the deconvolution process. The $\beta$ parameters were compared with calculated and previously published values [86] which showed that the deconvolution is a practicable tool for resolution enhancement.
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