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EFFICIENT SUPER-PEER-BASED COORDINATED SERVICE PROVISION
Peer-to-Peer (P2P) networks have been applied in many applications for sharing resources such as storage space, media files or network bandwidth. Their main benefits include decentralization, self-organization, and scalability. Moreover, P2P technologies are evolving towards hybrid systems, where P2P networks are used in those parts of a larger system to leverage the decentralization most efficiently. The examples include cloud computing, where P2P networks are used in sharing computing resources, and Machine-to-Machine communication, where P2P networks are used for resource discovery.

In super-peer overlays, the nodes are either regular nodes or super nodes that are located higher in the node hierarchy. This type of overlay explores the heterogeneity of peers in the overlay network to enable applications to run more efficiently. Leveraging the advantage of a super-peer overlay for service provision is an important issue. This thesis contributes to the research and development of super-peer-based coordination service provision from three aspects.

Firstly, a super-peer-based coordinated service provision framework is proposed to coordinate different service groups and service peers in resource sharing, aiming to enable service groups to adapt to dynamic service demands. The proposed framework is evaluated using the following performance metrics: service response time, scalability, robustness, and communication traffic, in comparison to related work.

Secondly, an efficient algorithm for rapidly constructing a robust super-peer overlay is proposed. The algorithm introduces a super-peer candidate based method for super-peer selection and a two-hop search method for finding client peers. Performance evaluation takes into account the convergence time of building a super-peer overlay, communication overhead, scalability, robustness. A comparison to related work is also conducted.

Thirdly, the architecture of distributed resource discovery based on P2P overlay for Machine-to-Machine service provision is proposed. The architecture supports heterogeneous devices using different communication protocols in resource registration and discovery for achieving interoperability. As a part of the thesis, a functional real-world prototype is implemented and verified with a simple demonstration. Preliminary evaluation on the prototype indicates that caching can improve the response time of resource lookup dramatically.
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Tiivistelmä
Vertaisverkkoja on hyödynnetty resurssien kuten tallennustilan, mediasisältöjen ja tietoliikenne-
kapasiteetin jakamisessa. Niiden etuja perintei siin keskitettyihin järjestelmiin verrattuna ovat
hajautettu arkkitehtuuri, its organisoituvuus ja skaalautuvuus. Vertaisverkkoja käytetään yhä
useammin järjestelmän osien toteuttamisessa, joissa hajautettujen resurssien hyödyntämisellä
saavutetaan suurimmat edut. Esimerkkeinä ovat pilvilaskenta, jossa vertaisverkkoa käytetään
laskentaressursseihin verkkoosan jakamiseen, sekä laitteidenvälinen kommunikaatio, jossa vertaisverkkoja käytetään resurssien löytämiseen.

Hierarkisissä vertaisverkoissa niihin kytkeytyvät laitteet ja ottelaa laitteiden kapasiteetin
mukaan tavallisesti noodeihin ja näiden yläpuolella hierarkiassa toimiviin ylinoidiin. Ylinoi-
deihin perustuva vertaisverkon kuoriverkko hyödyntää yksittäisten verkon nooden eli laitteiden
erilaisuutta, jotta verkkoko voisi toimia tehokkaammin. Tämän ominaisuuden hyödyntäminen
on erityisen tärkeää palveluun tarjontanäkökulmasta. Tässä työssä on tutkittu ylinoidiin suoritusvastaisuuden
vertaisverkon palvelun tarjontaa kolmesta näkökulmasta.

Ensimmäiseksi, työssä ehdotetaan ylinoidien koordinoimaa palveluntarjonnan toimintamal-
lia resurssien jakamisessa. Toimintamallissa palveluryhmät ja palvelunoidit adaptoituvat dyna-
misesti palvelupyyntöjen tarpeisiin. Tämän ratkaisun suoritusvastuun sujuu tapahtua
suomusoittama, skaalautuvuuden ja tietoliikennemäärän suhteen verrattuna aiempiin ratkai-
suihin.

Toiseksi, työssä esitellään tehokas algoritmi robustin ylinoidikuoriverkon nopeaan muodos-
tamiseen. Algoritmi käyttää ylinoidikuoriverkon kuoriverkkoa ja kahden hypyn hakumetodia asiakas-
nooden etsimisessä. Suorituskyvyn arvioinnissa otetaan huomioon ylinoidikuoriverkon konver-
goitumisaika, tietoliikenneväestönä aiheuttama ylimääräinen kuormitus, sekä järjestelmän
skaalautuvuus ja robustisuus. Esitetyn algoritmin tehokkuutta arvioikin vertaamalla näitä suori-
tuskyvymittareita aiempiin ratkaisuihin.

Kolmanneksi, työssä esitellään hajautettu ressurssihakemiston arkkitehtuuri, joka perustuu
laitteiden välisen kuoriverkon palveluntarjontaan. Arkkitehtuuri tukee erilaisiin laitteiden ja nii-
den käyttämien protokollien resurssien rekisteröintiä ja tämäminä yhteensopivuuden saavutta-
miseksi. Viitokaitymien osana on toteutettu toimiva prototyyppi, jonka toimivuus on todennettu
demonстраation avulla. Prototyyppillä tehdut mittaukset antavat perustellun syyn olettaa, että esi-
tetyt ratkaisun mukainen välimuisti käyttö voi merkittävästi lyhentää resurssien etsimisen vas-
teikaa.

Asiasanat: hajautettu ressurssihakemisto, koordinaatio, kuoriverkon muodostaminen,
laitteiden välinen verkkopalvelu, palveluntarjonta, resurssien hakupalvelu,
vertaisverkot, ylinoidi
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1 Introduction

1.1 Background

Peer-to-Peer (P2P) technology has been applied in many applications, such as personal communication systems, e.g. Skype (Baset & Schulzrinne 2006) decentralized content (file) sharing systems, e.g. BitTorrent (Cohen 2009), streaming media delivery systems, e.g. PPLive (PPLive 2009), and PPStream (Liang et al. 2009). According to Labovitz et al. (2010), P2P applications generate at least 20% of all Inter-domain traffic on the Internet. Its overall traffic volume continues to increase even though P2P traffic does not dominate Internet traffic today (Moya 2009) (Piatek et al. 2009) (Iliofotou et al. 2011) (Mondal et al. 2012). P2P-based applications, especially the P2P video streaming, continue gaining popularity in Asian countries according to the traffic report published by Ericsson in 2012 (Ericsson 2012). Moreover, P2P is evolving and applied in the new emerging paradigms such as Internet of Things (Kortuem et al. 2010), content-centric networking (Helgason et al. 2010) (Mondal et al. 2012), opportunistic computing (Conti et al. 2010), cloud computing (Ranjan & Rajkumar 2010) (Ranjan & Zhao 2013) and Machine-to-Machine (M2M) computing (Tanganelli et al. 2013) because of its strengths in self-organization, decentralization and scalability.

In P2P-based systems, computers (or nodes or peers) are connected in a distributed way. Peers can communicate with each other directly for sharing resources without any central control, which is opposed to client-server systems in which clients can only access resources hosted by centralized servers. Thus, P2P systems do not suffer from a single-point of failure. Traditional P2P systems mainly focus on simple applications such as sharing files, content, or CPU cycles. The target of collaboration among peers nowadays has expanded beyond that. Emerging collaborative P2P systems target at bringing in a group of diverse peers with unique capabilities (e.g. hardware, software, services, and data) to work in cooperation in order to accomplish greater tasks beyond those that can be accomplished by individual peers, yet are beneficial to all the peers (Bandara & Jayasumana 2013). Such collaborations among peers involve diverse application specific resources and dynamic goals on Quality of Service (QoS). Coordination mechanisms are always needed for managing such diverse resources in order to achieve the expected QoS goals.
Collaborative P2P systems are applicable in a wide variety of contexts such as Distributed Collaborative Adaptive Sensing (DCAS) (Brotzge et al. 2004) (Lee et al. 2012), and cloud computing (Ranjan et al. 2010). For example, DCAS applications need to detect hazardous atmospheric conditions (e.g. tornados and severe storms) in real time, which involve a large number of distributed, resourceful and high-data-rate sensors. The data generation rate at each of the radars (sensors) ranges from tens to hundreds of Mbps. Such a large number of generated data by sensors can cause network congestion close to the server (Zhang & Li 2010). The conventional client–server framework has limited scalability and suffers from a single-point-of-failure, which can be catastrophic in CASA (Collaborative Adaptive Sensing of the Atmosphere) systems that perform critical functions under hazardous weather conditions (Lee et al. 2012). The distributed collaborative P2P-based framework fits naturally to a large-scale DCAS system because it can enable DCAS systems to aggregate and utilize unused resources from anywhere in the system to achieve better performance and QoS while enhancing the overall resource utilization (Anderson et al. 2002) (Lee et al. 2012). Lee et al. (2012) verified that a P2P-based collaboration framework for CASA multi-sensor data fusion achieved a significant performance improvement compared with traditional client-server paradigm.

Clouds (e.g. Amazon EC2 (Varia 2008) and Google App Engine (Zahariev 2009)) have evolved as popular platforms to provide wide-area on-demand service provision of computing, and storage for applications requiring high availability and performance. Cloud computing enables government agencies and financial organizations to cut their costs by leasing IT services hosting and maintenance from an external cloud. Cloud computing also provides organizations a more cost effective platform to manage peak-load by using the cloud. The components of a cloud service platform (i.e. services, VMs, physical servers, storage) may be distributed. However, the overall service monitoring, discovery, and load-balancing functionalities usually employ centralized approaches (Amazon cloudwatch service 2010) (Amazon load balancer service 2010) (Windows azure platform 2010). These centralized approaches usually suffer from scalability, performance, and reliability (e.g. single point of failure), which arise from the management of multiple service queues and large volume of service requests (Ranjan et al. 2008) (Quiroz et al. 2009). Thus, the P2P-based approach has been investigated to manage the cloud service provision (Ranjan et al. 2010) (Ranjan & Rajkumar 2010) (Ranjan & Zhao 2013). Evaluation using the Amazon EC2 by Ranjan & Zhao (2013) demonstrated that managing services based on P2P
routing and information dissemination offers significant performance benefits as regards to overall system reliability, scalability, and self-management.

P2P-based service provision usually adopts different overlay structures, which vary in the degrees of centralization or the type of network structure. For example, P2P overlay structures can be categorized into hierarchical or flat, structured or unstructured. Hierarchical overlays organize peers in more than one layer, and provide advantages such as local traffic not affecting the other layers, network proximity, efficient caching, etc.

Super-peer overlays are an important type of hierarchical P2P overlays, which take into account the heterogeneity of peers in the overlay and organize peers into a super-peer layer and a client-peer layer (e.g. Gnutella (Klingberg & Manfredi 2002)). In other words, a super-peer overlay network is simply a P2P overlay network that consists of the super-peers and their client peers. Each client peer should connect to a super-peer in order to communicate with other peers in the overlay. Client peers submit queries to their super-peers and receive results from those super-peers. A super-peer acts as a centralized server for its client peers and connects to other super-peers in the same way as in a pure P2P network for routing messages over the overlay network (Yang & Garcia-Molina 2003). Fig. 1 demonstrates a pure P2P system versus a super-peer-overlay-based system. In a pure P2P system, peers take the same responsibility and connect with each other randomly. In a super-peer overlay, super-peers take more responsibilities than client peers. Client peers with low capacity are shielded from massive query traffic by super-peers, which improves the scalability of the system and enables other peers (e.g. mobile devices) to join the P2P network as client peers. Super-peer overlays explore the heterogeneity of nodes in the overlay network to enable applications to run more efficiently. For example, in Skype voice streaming, and live video streaming applications, the performance of these applications is improved through assigning nodes with high network bandwidth, long on-line time, or high processing capability as super-peers (Wang et al. 2008).

In brief, P2P technology has been utilized to achieve decentralization, self-organization, and scalability for the emerging network service provision. Meeting special QoS (e.g. response time and resource efficiency) in coordinated service provision using P2P technology is a challenging topic. This thesis investigates three different aspects of coordinated service provision using a P2P overlay: the coordination mechanism, an algorithm for constructing a super-peer overlay, and distributed resource discovery based on a P2P overlay.
Fig. 1. A pure P2P system versus a super-peer-overlay-based system.

1.2 Motivation and research problems

Web services have been a popular middleware to provide dynamic integration and interaction of heterogeneous software artifacts (Alonso et al. 2004). One of the challenges in Web service provision is how to make the Web service providers to adapt themselves to satisfy requirements in dynamic service demand (Cuenca-Acuna & Nguyen 2004) (Foster 2005) (Pacifici et al. 2005) (Papazoglou et al. 2007) (Chen et al. 2008) (Brazier et al. 2009). This challenge widely exists in the applications that are computational intensive and have dynamically fluctuating service demands, such as in the fields of cosmology, climate and grid services (Butt et al. 2006) (Goel et al. 2007) (Ranjan et al. 2008), bioinformatics analysis (Chakravarti et al. 2005), and distributed collaborative adaptive sensing systems (Lee et al. 2012).

In these applications, on the one hand, simple Web services are required; on the other hand, a considerable amount of computation (i.e. a large number of Web services) is required to process the large data sets (Foster 2005). Furthermore, as service entities are autonomous and heterogeneous, connecting and coordinating them is a delicate and time-consuming task (Benatallah et al. 2002). At last, these applications usually involve a large number of service entities. Thus, efficient coordinate mechanisms are needed to coordinate these service providers to adapt themselves to meet the dynamically changing service demands (Foster 2005) (Pacifici et al. 2005) (Papazoglou et al. 2007) (Chen et al. 2008) (Brazier et al. 2009).
The P2P approach has been widely employed to support a large scale of Internet service provision, including enterprise applications, workflow management, coordination or integration of distributed enterprises peers (Gu & Nahrstedt 2006) (Goel et al. 2007) (Votis et al. 2008) (Ranjan et al. 2008). Super-peer overlay networks explore the heterogeneity of peers and have been utilized in service provision in order to improve service performance (e.g. Skype).

Based on the above-mentioned observations, the following research question is addressed in this thesis:

Q1: How to utilize a super-peer overlay in the design of the coordination mechanism? What kind of efficient coordinated service provision mechanism can coordinate different service groups for sharing resources in order to handle the service provision with dynamic service demands?

Besides investigating the design of an efficient coordination mechanism based on a P2P overlay, the mechanism of constructing a P2P overlay should also be considered because the structure of a utilized P2P overlay in the service provision has an impact on the performance of service provision. Many studies on service provision always assume that a P2P overlay already exists or utilize a pre-configured overlay (Ganesh et al. 2003) (Xiao et al. 2005) (Min et al. 2006). Thus, an efficient algorithm for constructing a super-peer overlay for service provision is needed. In a P2P overlay, peers usually have heterogeneous resources in network bandwidth, processing capability, online time, battery life, etc. Both the criteria for selecting super-peers and the mechanism of quickly selecting super-peers should be studied. Furthermore, in a dynamic network environment, super-peers could suffer from failure and client peers need to find a new super-peer when their super-peers are failed. It is also common that peers join or leave the overlay independently (called churn) (Stutzbach & Rejaie 2006). The robustness of a super-peer overlay to failure of super-peers and to the churn of peers (dynamics of peer participation) is a common performance requirement that should be investigated in the design of an overlay construction algorithm (Stutzbach & Rejaie 2006).

Based on the above-mentioned observations, another research question is addressed in this thesis:

Q2: What is an efficient algorithm that can quickly construct a super-peer overlay that is robust to the failure of peers given a random connected topology? What kind of criteria should be applied in selection of super-peers? How does the algorithm scale up in constructing a large overlay, e.g. 10000 nodes? It should be
noted that in this thesis a robust super-peer overlay means a super-peer overlay that is robust to the failure of super-peers and churn of nodes.

Because of the rapid development of the Internet and telecommunication technology, more smart devices and embedded devices are able to participate in service provision. These devices are able to connect to the Internet, expose their services into the Internet and access services provided by other devices (Kortuem et al. 2010) (Tarkoma & Ailisto 2013). These devices feature limited processing capabilities, limited battery lifetime, processing memory or constrained network connections (Leppanen et al. 2012). These constrained devices interact with each other and construct a highly distributed embedded network, referred to as Machine-to-Machine (M2M) communication network. Although many studies have been done on service discovery using P2P technology, such as Banaei-Kashani et al. (2004) and Sioutas et al. (2008), these solutions cannot fulfill the requirements in service discovery for constrained devices in M2M communication network. For example, it is not feasible to directly lookup resources provided by constrained devices when devices are in sleeping mode or have intermittent connection to the network, and disperse networks (Shelby et al. 2012). In addition, a new communication protocol CoAP (Constrained Application Protocol), proposed for these embedded devices for saving energy, should be supported in the resource discovery design. The issue on designing an architecture that can meet the requirements of service discovery for constrained devices in M2M service provision should be investigated.

Motivated by above-mentioned observations, a third research question is addressed in this thesis:

Q3: What kind of distributed resource discovery architecture can enable heterogeneous constrained devices to register and lookup resource descriptions using different communication protocols (e.g. HTTP and CoAP (Shelby et al. 2013)) for M2M service provision? What are the benefits of utilizing P2P overlay in the architecture?

Fig. 2 demonstrates the three research areas investigated in this thesis according to the P2P overlay network layered architecture as proposed by Lua et al. (2005). Specifically, this thesis contributed to the Service-specific Layer (Papers I and II), the Overlay Nodes Management Layer (Papers III and IV), and Application-level Layer (Paper V). According to Lua et al. (2005), P2P overlay networks span a wide spectrum of the communication framework and consist of five layers. The Overlay Nodes Management Layer focuses on the management of peers, including discovery of peers and routing algorithms for optimization.
The Services-specific Layer focuses on supporting application-specific components through scheduling of parallel and computation-intensive tasks, content and file management. Application-level layer focuses on tools, applications, and services, which are implemented with specific functionalities on top of the underlying P2P overlay infrastructure. More details about the topics on other layers can be found in Lua et al. (2005).

Fig. 2. The mapping of the original publications to the research areas and the research questions of this thesis according to the architecture of P2P overlay network as proposed by Lua et al. (2005).

1.3 Research methodology

This thesis focuses on using the super-peer overlay for coordinated service provision, including a coordination mechanism design and an efficient algorithm for constructing a super-peer overlay. Meanwhile, a distributed resource discovery architecture based on a P2P overlay for heterogeneous constrained devices to
register and lookup resource descriptions is investigated. In order to solve the research questions specified in Section 1.2, three different methodological approaches are employed in this thesis.

Firstly, a simulation model is utilized for performance evaluation. Specifically, a simulation model is employed in Papers I and II to evaluate the performance of super-peer-overlay-based coordinated service provision framework. The performance evaluation utilized the metrics (or measures) that are common to P2P-based service provision, namely robustness to the failure of peers, scalability, service response time, and the traffic generated by the coordination mechanism (i.e. communication messages) (Chen et al. 2008) (Montresor & Jelasity 2009). The simulation model is also utilized in Papers III and IV for examining the performance of the proposed algorithm for constructing a super-peer overlay. The performance metrics (or measure) utilized in Papers III and IV are robustness to the failure of peers, scalability, communication overhead in terms of constructing the overlay, the convergence time of constructing a super-overlay, and parameters’ impact on the convergence time of constructing a super-overlay (Montresor & Jelasity 2009) (Garbacki et al. 2010). Simulations are carried out on the PeerSim platform (Montresor & Jelasity 2009), which is a software that can be deployed with P2P simulation models to simulate P2P overlay networks for performance evaluation. The simulation model is very useful for the evaluation of P2P applications with a large number of peers because it is not easy to deploy and evaluate a real-world prototype with a large number of peers (e.g. 10000). Using the PeerSim platform, deploying applications with a large number of peers in an overlay becomes realistic. Both the number of peers and the initial overlay utilized for constructing a super-peer overlay can be set in the PeerSim platform. A comparison between PeerSim and other P2P simulators can be found in Naicken et al. (2007).

Secondly, a mathematical analysis method is used in Paper I for analyzing the traffic generated by the coordination mechanism in order to make a comparison with related work. Traffic overhead is one of the most important performance metrics that should be taken into account in performance evaluation. Mathematical analysis provides a method to seek approximate solutions while maintaining reasonable bounds on errors. Mathematical analysis makes it feasible to compare the traffic overhead generated by our proposed P2P-based service provision with related work.

Thirdly, a real-world prototype of a distributed resource directory based on a P2P overlay for M2M service provision (DRD4M) is implemented for verifying
its feasibility and functionality in Paper V. The author of this thesis developed the prototype. The prototype is deployed in the embedded device, Gumstix OveroTM (Gumstix). The constrained devices used for testing the DRD4M include Atmel 1284P microcontroller-based embedded sensor devices with 16KB of RAM (Leppanen et al. 2012) and Android smart phone Samsung Galaxy SIII. The wireless sensor uses CoAP messages for registration and look-up resources from the DRD4M. The smart phone uses HTTP messages over Wi-Fi network to communicate with the DRD4M and wireless sensors. The wireless sensor and the smartphone application are not developed by the author, but are used for testing the prototype of the DRD4M. Preliminary evaluation was conducted. The performance metric of response time on looking-up resources was evaluated.

1.4 Contributions of the thesis

This thesis contributes from three different aspects. A brief overview of the contributions regarding original papers is given below. Specific contributions of each original paper are elaborated in more detail in Chapter 3.

The first contribution of this thesis is design and evaluation of an efficient coordinated service provision framework for handling service provision that is computational intensive and has dynamic service demands. Papers I and II contribute to this research area. Specifically, Paper I proposes a super-peer-based coordinated service provision framework (SCSP) to enable collaboration and resource sharing among different service groups. The SCSP consists of an S-labor-market model (super-peer-based labor-market model), a recruiting protocol based on a weighting mechanism, and an optimal dispatch algorithm. The market model has been widely applied to regulate the coordination among distributed entities because it provides an analogy between coordinated systems and the social recruiting structure (Buyya et al. 2000) (Li & Li 2009). In this thesis, the S-labor-market model is designed to build the coordination among service groups by employing the proposed recruiting protocol. The optimal dispatch algorithm is designed to select the optimal service peers within a service group to process service requests. Each service group consists of a super-peer and several client peers. Performance of the SCSP is evaluated in terms of service response time, scalability, and robustness to the peer joins and leaves using the PeerSim platform. In the evaluation, the SCSP is also compared with Chen et al. (2008), a structured DHT-overlay-based service provision. In Papers I, the author was responsible for designing and implementing the SCSP framework, carrying out simulations, and
writing the paper. Dr. Koskela worked on traffic analysis, participated in technical discussion and paper finalization. Dr. Ou participated in architecture discussion. Dr. Zhou and Prof. Riekki participated in paper finalization. Prof. Ylianttila was the supervisor. Paper II presents an efficient coordination mechanism for cloud service provision. The author was responsible for the design and implementation of the coordination mechanism, carrying out simulation and writing the paper. Dr. Koskela provided comments. Prof. Ylianttila was the supervisor.

The second contribution of this thesis is designing an efficient algorithm for quickly constructing a super-peer overlay that is robust to failure of peers. Papers III and IV contribute to this research area. Specifically, Paper III presents a gossip-based super-peer selection (GSPS) algorithm for quickly constructing a super-peer overlay. The GSPS algorithm introduces the concept of super-peer candidates to speed up the selection of super-peers. The performance of the GSPS is evaluated using the PeerSim platform with different application scenarios. The performance metrics take into account the convergence time of constructing the super-overlay, scalability, and robustness to the failure of peers. In the evaluation, the proposed GSPS algorithm is also compared with the related work SG-1 (Montresor 2004). The author of this thesis was responsible for designing and implementing the GSPS algorithm, carrying out the performance evaluation and writing the paper. Dr. Zhou and Dr. Koskela participated in finalizing the paper. Prof. Ylianttila was the supervisor. Paper IV continues the work in Paper III and carries out additional experiments to evaluate the performance of the GSPS algorithm in terms of communication overhead, scalability, and robustness. Comparison between the GSPS algorithm and SG-1 is also made. The author conducted the performance evaluation and wrote the paper. Mr. Harjula participated in paper finalization. Prof. Ylianttila was the supervisor.

The third contribution of this thesis is designing a distributed resource directory based on a P2P overlay that enables heterogeneous constrained devices to register and lookup resource descriptions using different communication protocols. Paper V proposes the DRD4M that supports both CoAP and HTTP protocols. A P2P overlay is utilized to connect directory peers for prevention of a single-point of failure. A real-world prototype of the DRD4M is implemented. The feasibility and functionality of the DRD4M is evaluated with an application involving a smartphone application and wireless sensors. The author designed the architecture, implemented the prototype, carried out functionality testing, and wrote the paper. Mr. Leppänen participated in the design of devices communication interface, technical discussion, setting up wireless sensors for
functionality testing and finalizing the paper. Mr. Harjula provided discussion on architecture design and participated in finalizing the paper. Dr. Ou provided technical discussion and participated in finalizing the paper. Ms. Ramalingam set up the smartphone for the functionality testing of the DRD4M. Prof. Ylianttila and Prof. Ojala were the supervisors.

1.5 Organization of the thesis

This thesis is organized as follows: Chapter 2 presents a literature review on P2P overlay networks, P2P-overlay-based service provision, super-peer overlay construction, and service discovery based on a P2P overlay. Chapter 3 summarizes the main contributions of the original papers, provides discussion and ideas for future work. This chapter consists of four parts: a super-peer-based coordinated service provision framework with performance evaluation, an efficient algorithm for quickly constructing a robust super-peer overlay with performance evaluation, distributed resource discovery architecture based on a P2P overlay for heterogeneous constrained devices in M2M service provision as well as discussion and future work. Chapter 4 concludes this thesis.
2 Literature review

This chapter provides an overview of the literature on super-peer-based coordinated service provision. The chapter consists of four parts. Firstly, key concepts regarding P2P overlay networks and super-peer overlays are presented in Section 2.1. Then, an overview of P2P applications and coordinated service provision leveraging P2P overlays is provided in Section 2.2. Section 2.3 presents related studies on constructing P2P overlays with different targets and for different applications. Section 2.4 discusses service discovery using the P2P overlays.

2.1 P2P overlay networks

In this section, key concepts related to P2P overlay networks are first introduced and then different categories of P2P overlays are presented, followed by a review of super-peer overlays.

2.1.1 Key concepts of P2P

Peer: A peer is an autonomous entity that participates in a P2P overlay network, acting as both a client and a server at the same time. Peer is referred to as servant sometimes. The terms peer and node are used interchangeably in this thesis.

P2P system: P2P systems are distributed systems consisting of interconnected nodes able to self-organize into network topologies with the purpose of sharing resources such as content, CPU cycles, storage and bandwidth, capable of adapting to failures and accommodating transient populations of nodes while maintaining acceptable connectivity and performance, without requiring the intermediation or support of a global centralized server or authority (Androutsellis-Theotokis & Spinellis 2004).

Overlay: Overlay network is a virtual network that is built above an existing physical network. Most overlay networks are constructed on the application layer and on top of the TCP/IP networking suite. The overlay hides the networking and communication details of the underlying networks (called underlay). Typically, the underlay is the Internet. A link between two overlay nodes may take several hops in the underlying network (Tarkoma 2010).

Super-peer: A super-peer is a peer that is usually more powerful and stable than a peer. A super-peer usually takes more responsibilities than a peer does.
A super-peer can submit and answer queries on behalf of their peers. More details about super-peers are presented in Section 2.1.3.

**Structured P2P network:** The topology of a structured P2P overlay is tightly controlled and content is not placed at random peers, but rather at specified locations that makes subsequent queries more efficient (Lua et al. 2005). A structured P2P network usually utilizes a DHT (distributed hash table) for object storage and retrieval (Stoica et al. 2003). Specifically, in DHT-based P2P overlay networks, the uniformity of the hash function is used to generate object IDs, which is used in resource storage and retrieval. Chord (Stoica et al. 2003) and Kademlia (Maymounkov & Mazieres 2002), Pastry (Rowstron & Druschel 2001) are examples of this category. Structured overlays, especially DHT-based P2P overlay networks, are more suited to searching for rare items (a key with a few values) than popular items (a key with a large number of values) (Ganesan et al. 2003).

**Unstructured P2P network:** an unstructured P2P network organizes peers using a random graph in either a flat or a hierarchical way. Unstructured P2P networks usually use flooding, random walks or expanding Time-to-Live (TTL) search methods to query content stored by overlay peers (Lua et al. 2005). Gnutella v.0.4 (Ripeanu 2001) is a typical example of an unstructured P2P network. The key difference between a structured and an unstructured overlay is whether the organization of the P2P overlay topology and the positions of the content are controlled by some rules or not.

**Hierarchical P2P network:** a hierarchical P2P network, as the name indicates, consists of at least two levels of hierarchy. Peers are organized into different levels based on their capabilities, reliability, network bandwidth, etc. Peers take different roles, for example, a super-peer and a peer, as aforementioned. Usually, peers on the high level are named as super-peers and peers on the bottom level are named as peers. Different network topologies can be utilized at each level of the overlays. For example, the upper level can be a structured P2P overlay, while the lower level can be an unstructured P2P overlay. Hierarchical unstructured P2P systems include Kazaa (Liang et al. 2004) and Gnutella v.0.6 (Zoels et al. 2008).

**Flat P2P network:** a flat P2P network, as its name indicates, organizes all the peers at only one level without using hierarchy. All the peers participating in the overlay network have equal responsibility. Gnutella v.0.4 (the earlier version of Gnutella) (Ripeanu 2001) and the basic form of Chord are examples of this category. The distinction between a hierarchical and a flat P2P overlay network depends on the number of levels utilized in the network topology.
Hybrid P2P network: hybrid P2P networks combine different concepts in the overlay network organization in order to improve search efficiency for both popular and rare items. The term hybrid is more general than the term hierarchical (Zoels et al. 2008). Both structured and unstructured concepts can be used in hybrid overlay organizations. A detailed case study on hybrid P2P networks can be found in Loo et al. (2005).

Robustness: robustness refers to the ability to adapt to changes in the network environment. Dynamicity in a P2P network is caused by both the churn (constant joining and leaving of nodes) and the failures of nodes and network entities. Churn in many cases affects the performance, leads to the data loss and causes extra network maintenance messaging (Leonard et al. 2007). Robustness is an important requirement in P2P overlay networks.

2.1.2 Taxonomy of P2P overlays

P2P overlay systems are typically classified according to their generations and technical properties. In the latter classification, P2P overlay systems are grouped based on two properties, hierarchy, and structure. Fig. 3 shows a detailed classification of P2P overlays.

![Fig. 3. A taxonomy of P2P overlay architectures.](image-url)
Generation-based classification refers to three generations of P2P systems (Zhang et al. 2006), as shown on the top layer in Fig. 3. Specifically, the first generation of P2P systems depended on centralized servers for indexing. The second generation of P2P systems feature the utilization of flooding for message propagation. The third generation of P2P systems are structured systems in which each node has a numeric identifier and the identifiers are arranged in a topology for message routing (Zhang et al. 2006). A similar three-generation-based classification method is given by Foster & Iamnitchi (2003). However, this generation-based classification has the drawback that the generation names, such as “the second generation”, are not self-explanatory.

Different from the aforementioned generation-based classification, the second classification approach employs technical properties of P2P systems as the criteria for categorization. On the one hand, as shown on the second layer of Fig. 3, some studies classify P2P overlay networks into hierarchical and flat ones according to the overlay hierarchy. On the other hand, as shown on the third layer of Fig. 3, many studies classify P2P overlay networks into unstructured, structured, and hybrid ones based on the overlay topology, and the construction and organization of network connections.

Hierarchical P2P systems utilize multiple levels to distribute the overlay nodes and each level can have a different topology. Consequently, hierarchical P2P systems can be further classified into three categories: structured hierarchical P2P systems, unstructured hierarchical P2P systems, and hybrid hierarchical P2P systems, according to the adopted overlay topologies at each level. Other technical properties for P2P system classifications include the type of indexing used for nodes or resources in the network, the type of searching method implied by the selected indexing method, and the content delivery method used in the network. The details about these properties are not presented in this thesis because these properties are not the main criteria.

2.1.3 Super-peer overlay

A super-peer overlay is a two-layer hierarchical overlay, in which the lower layer consists of client peers and the higher layer consists of super-peers. A client peer only maintains a connection with its super-peer, while a super-peer maintains connections to its own client peers, as well as to other super-peers in the overlay. Super-peers are usually more powerful and stable than client-peers and thus take more responsibilities than client peers. For example, super-peers may act as
centralized servers to their client peers and handle routing, storing and forwarding information on behalf of client peers, while client peers just initiate service requests and receive associated responses (Yang & Garcia-Molina 2003). Super-peers are usually selected based on metrics, such as CPU capacity, network connectivity, reliability, as well as other metrics, such as security, privacy and trust, according to application requirements (Kleis et al. 2005). In brief, a super-peer overlay exploits the heterogeneity of nodes and combines the efficiency of a centralized search with the advantage of autonomy, load balancing, and robustness provided by the distributed search in P2P overlay. Consequently, the use of super-peers is proposed to improve the performance of both structured and unstructured P2P networks. Super-peer overlays can be categorized into structured, unstructured, and hybrid ones, as shown in Fig. 4.

![Fig. 4. Categorization of Super-peer overlay architectures.](image)

**Unstructured super-peer architecture**

Unstructured super-peer systems employ an unstructured topology at each level of the overlays. They are proposed to solve the shortcomings of the flooding-based one-layer (i.e. flat) P2P networks, such as Gnutella v.0.4 (Ripeanu 2001).
Specifically, a large population of Gnutella v.0.4 applications (deployed around the world) generated a huge number of search traffic across different administrative domains (Ou et al. 2010), and degraded the search recall ratio significantly (Zoels et al. 2008). Herein, the search recall ratio refers to the ratio of the number of search results to the total number of available copies of the searched object. To solve these problems, two-layer hierarchical P2P systems (i.e. super-peer-based P2P system), such as Gnutella v.0.6 (Xie et al. 2008) and Kazaa (Liang et al. 2004) were proposed.

The structure of Gnutella v.0.6 is shown in Fig. 5. Gnutella v.0.6 classifies nodes into leaf nodes and ultrapeer. A leaf node connects to its own ultrapeer, and an ultrapeer connects to both its own leaf nodes and other ultrapeers. One ultrapeer can connect with multiple leaf nodes, depending on its capability. Leaf nodes just initiate service requests, receive associated responses, and respond to the requests that they can exactly answer. Besides having the normal functionality of leaf nodes, ultrapeers handle routing, storing and forwarding information on behalf of leaf nodes (Yang & Garcia-Molina 2003). Flooding-based mechanism is usually utilized for forwarding lookup requests among ultrapeers. Kazaa utilizes a similar overlay topology as Gnutella v.0.6 (Xie et al. 2008). However, Kazaa dynamically elects super-peers that are more powerful to form an unstructured overlay network, and a regular node can connect to one or more super-peers to query the network resources (Liang et al. 2004).
Along with improving the search recall ratio, scalability is also one important performance metric in the design of unstructured super-peer overlays. The degree of super-peers has an important impact on the scalability of an unstructured super-peer overlay. Specifically, when the degree of super-peers becomes significantly large, super-peers can sustain heavy workload and consequently suffer from the restricted scalability. Herein, the degree of super-peer refers to the number of connections to neighbors that super-peers need to maintain. Many studies were made to tackle the problem of scalability. For example, Pyun & Reeves (2004) presented a balanced, scalable, $\Theta(\log N / \log \log N)$-diameter unstructured super-peer topology (SUPS) using random graph theory (where N is the number of nodes in the overlay topology). Li & Chao (2010) presented a Perfect-Difference-Graph-based (PDG) unstructured super-peer overlay with a smaller network diameter for reducing the number of lookup messages and the average delay, and achieved a good scalability. Teng et al. (2011) proposed utilizing a self-similar square network graph (SSNG) to construct a more scalable super-peer overlay topology than the PDG-based overlay.

There are also many research efforts addressing other issues of unstructured super-peer overlays. Leveraging unstructured super-peer overlays for service provision is discussed in Section 2.2. Studies on constructing unstructured super-peer overlays are presented in Section 2.3. Search performance (Lv et al. 2002), security and trust (Dimitriou et al. 2008), the topology mismatch (Hsiao et al. 2009), and reputation (Chhabra et al. 2004) have been studied as well. Details about these issues are not presented because these are out of the scope of this thesis.

**Structured super-peer architecture**

Structured super-peer systems employ only a structured topology at both levels of the overlays. Structured hierarchical P2P systems combine the merits of hierarchical P2P overlays and structured P2P overlays. Specifically, introducing a hierarchy provides the benefits in scalability and fuzzy search. Meanwhile, utilizing a DHT-based structured overlay has the advantages in precise search and search efficiency. Structured super-peer systems have been studied a lot. Representative examples of this category include Garces-Erice et al. (2003), Mizrak et al. (2003), and Joung & Wang (2007).

Garces-Erice et al. (2003) proposed a two-tier hierarchical lookup design that groups peers based on network latency and uses a super-peer layer for
communication between groups. Two different DHT algorithms are used at each level of the overlays. Lookup messages are first routed to a destination group, and then sent to a destination peer using an intra-group overlay. Their study shows that by using the most reliable peers at the top level, the hierarchical design significantly reduces the expected number of lookup hops. Mizrak et al. (2003) presented a structured super-peer overlay design in order to achieve constant-time $O(\log M)$ lookup (where $M$ is the number of super-peers), in which super-peers maintain more information (the addresses of managed peers and mapping information of other super-peers). Joung & Wang (2007) presented a two-layer Chord, Chord$^2$, to reduce the overlay maintenance cost. They imposed a conduct layer as a super-peer layer (a Chord ring) over the existing regular Chord ring. Powerful and stable peers were promoted to be super-peers. In brief, some studies have constructed a structured super-peer overlay by leveraging the heterogeneity of peers (e.g. processing capability, stableness, and proximity) in the overlay construction, but other studies have focused on other factors (e.g. node degree) without considering the heterogeneity in reducing lookup time.

**Hybrid super-peer architecture**

Hybrid super-peer systems utilize both unstructured and structured overlay topologies on the tiers in order to make full use of the benefits of both. Typical examples of hybrid super-peer architecture include YAPPERS (Ganesan et al. 2003), Tian et al. (2005), Loo et al. (2005), and Yang & Yang (2010).

Ganesan et al. (2003) introduced YAPPERS (Yet Another Peer-to-PEeR System) that combines both structured and unstructured P2P networks to provide a scalable lookup service over an arbitrary topology. For each node in the search network, YAPPERS builds a small DHT overlay consisting of nearby nodes and then provides an intelligent search mechanism that can traverse all the small DHT overlays. YAPPERS reduces the number of nodes contacted for a lookup, and allows rapid searching of nearby nodes. YAPPERS is efficient in partial lookup that only returns partial values of data without flooding the request to all the peers in the same color (Yang & Yang 2010).

Tian et al. (2005) proposed a two-level hybrid overlay networks (HONet) to integrate the scalability of structured overlays with the connection flexibility of unstructured overlays. Fig. 6 demonstrates the structure of HONet. At the lower level, nodes self-organize into structured clusters based on network locality. At the upper layer, the root nodes in each cluster build connections with each other.
adaptively using a random-walk method, which aims to reduce network delay and bandwidth consumption. The number of random connections built by a super-peer is decided by its service capacity.

Fig. 6. Architecture of HONet (Tian et al. 2005).

Loo et al. (2005) proposed a two-level hybrid P2P search infrastructure to locate rare object items with structured DHT techniques and highly replicated contents with unstructured flooding. Their work was motivated by their finding that Gnutella v.0.6 is effective for locating highly replicated items, but less suited for locating rare items. Loo et al. (2005) organized all ultrapeers into a DHT overlay and these ultrapeers were responsible for identifying and publishing rare items into the DHT overlay on behalf of their leaf nodes. A resource lookup query was first performed using conventional flooding techniques, and then the query was reissued as a DHT query if no enough number of results was returned within a predefined period.

Yang & Yang (2010) also proposed a two-level hybrid P2P system. The lower level of the systems consists of multiple unstructured P2P overlays. The upper level of the system is a structured ring-based core P2P network that forms the backbone of the hybrid system. Each unstructured P2P overlay on the lower level is attached to one super-peer at the upper level. According to Yang & Yang (2010), the main difference between these two studies, Loo et al. (2005) and Yang & Yang (2010), is that the former utilized the structured overlay as a supplement for
the unsuccessful flooding lookup, while the latter utilized the structured overlay to connect all the lower level unstructured networks and transmit queries among them. From the perspective of this thesis, there is no significant difference between these two solutions. Artigas et al. (2007) analyzed different types of two-layer DHT overlays, including hierarchical and hybrid types. Their analysis found that when the top level utilizes a structured DHT overlay, at the lower level, a simple star-like connection among peers was superior to a DHT or a fully meshed connection.

In this thesis, the super-peer overlay refers to an unstructured two-level hierarchical overlay. In other words, in the super-peer overlay, super-peers connect with each other randomly. The rationale is that firstly, two-layer is a pragmatic choice for the number of layers in a hierarchical P2P overlay (Xu et al. 2003). Secondly, an unstructured super-peer overlay is more robust and efficient in handling node joins and leaves, while a structured super-peer overlay suffers from high maintaining cost and the churn from node joins and leaves. In addition, compared with flat unstructured P2P systems and flat DHT-based P2P systems, super-peer-based P2P systems have the advantage of (1) making use of the heterogeneity of peers and distributing network traffic load in a more reasonable way; (2) making use of network proximity and local traffic on one layer not affecting the other layers; and (3) decreasing lookup latency.

2.1.4 P2P networks versus mobile ad hoc networks

There are many commonalities between P2P overlay networks and mobile ad hoc networks (MANET). According to Oliveira et al. (2005), the commonalities between P2P overlay networks and MANET can be summarized as follows: (1) Both network architectures are decentralised in nature. (2) The connectivity of nodes or peers in both MANET and P2P networks is transient. In MANET, this is due to node mobility. In P2P networks, this is primarily due to the lack of permanent Internet connectivity or a static IP address. (3) The resources hosted by the nodes or peers in P2P networks and MANET are heterogeneous because different kinds of devices can participate in the networks.

The main differences between P2P networks and MANET can be summarized as follows: (1) The network sizes of MANET are generally limited to a few hundred nodes, while P2P networks usually run over the Internet, and therefore, potentially involve a larger number of peers up to millions of peers. (2) MANET deals with application independent network issues, the network layer in
particular. Conversely, P2P networks generally deals with application-oriented network issues. (3) The connection established in P2P networks is a logical infrastructure for providing a service whilst the connection in MANET is a physical infrastructure for providing connectivity. (4) The connection between two nodes in P2P networks are mainly fixed medium and direct (based on IP address). In contrast, the connection between two nodes in MANET is wireless and indirect. A more detailed comparison can be found in Borg (2003), Hu et al. (2003) and Oliveira et al. (2005).

2.2 Super-peer-overlay-based service provision

P2P overlays have been widely applied in different kinds of distributed applications and services due to its scalability, self-organization and adaptability (Androutsellis-Theotokis & Spinellis 2004). Super-peer overlays address the heterogeneity of nodes (e.g. network bandwidth, online time, and processing capability) to improve the performance of service provision. Thus, the super-peer overlay has been widely utilized in file sharing, e.g. Gnutella (Gnutella 2002), the distributed communication (e.g. Skype) and enterprise workflow management applications (Gu & Nahrstedt 2006) (Goel et al. 2007) (Ranjan et al. 2008) (Votis et al. 2008).

2.2.1 Overview of P2P applications

According to Androutsellis-Theotokis & Spinellis (2004), P2P systems can be classified into the following categories based on their application domains:

Communication and collaboration: this category mainly focuses on providing an infrastructure for facilitating direct, real-time communication and collaboration between participating peers. Typical examples include instant messaging applications, Jabber (Saint-Andre 2007), Skype, PPLive and QQ (Cheng et al. 2007).

Distributed computation: this category mainly targets at utilization of distributed computing resources, e.g. CPU cycles and memory capacity. Representative examples include SETI@home (Search for Extra-Terrestrial Intelligence) (Korpela et al. 2001) and Genome@home16. In this kind of systems, a central coordination is required for breaking up tasks, distributing tasks, and collecting results.
Internet service support: this category includes the applications that are based on the underlying P2P infrastructure in order to support a variety of Internet services, for example, application-level multicast system (Castro et al. 2002) and the Internet indirection infrastructure (Stoica et al. 2004).

Database systems: this category primarily concentrates on providing distributed database service by utilizing P2P concepts and infrastructures. Typical examples include Wolff & Schuster (2004), Dynamo (a highly available key-value storage system) (DeCandia et al. 2007) and Arai et al. (2007).

Content distribution: this category includes systems and infrastructures designed for sharing and distributing of digital content and other data. Most of the current P2P systems fall into this category. This category can be subdivided into two categories. The first sub-category consists of P2P file exchange systems, and P2P content publishing and storage systems. The second sub-category is P2P infrastructures that consist of the following services: routing, location, anonymity, and reputation management. Some representative examples include Chord (Stoica et al. 2003), eDonkey (Tutschku 2004) and Kazaa (Kazaa 2009).

This thesis mainly focuses on the first category of P2P-based collaboration systems and the fourth category of P2P-based content distribution, including P2P overlay construction and P2P-overlay-based resource storage and location.

2.2.2 Coordinated service provision leveraging super-peer overlay

As already mentioned, this thesis focuses on collaboration among peers. A cooperative P2P system is a system that consists of responsible peer users who honestly share resources with each other for the common good of everyone, such as enterprise P2P systems (Castro et al. 2003).

One challenge in cooperative P2P service provision is to enable the service providers to automatically monitor their resources and tune themselves to meet QoS requirements (e.g. short service response time) by deploying new instances of services or removing existing ones under dynamic service demands (Cuenca-Acuna & Nguyen 2004) (Foster 2005) (Pacifici et al. 2005) (Papazoglou et al. 2007) (Chen et al. 2008) (Brazier et al. 2009). This challenge is common in application areas that are computational intensive with dynamic fluctuations in service demands, such as in the fields of cosmology, bioinformatics analysis (Chakravarti et al. 2005), grid computing (Goel et al. 2007) (Ranjan et al. 2008) and cloud computing (Parashar et al. 2006) (Ranjan & Rajkumar 2010).
Connecting and coordinating a large number of heterogeneous service entities are challenging tasks (Benatallah et al. 2002).

Some specifications have been proposed for enabling cooperative services provision, such as WS-Coordination (Burdett & Kavantzas 2004) and WS-Choreography (Cabrera et al. 2005). WS-Coordination describes a generic framework for application services to create a shared context to propagate an activity to other services and to register for coordination protocols. WS-Choreography aims to create interoperable collaborations among different service parties by defining their common and complementary behaviors and tracking public message exchanges. However, these specifications focus on defining application logics to implement a complex functionality or task, but do not involve a large number of service entities and do not taken into account the dynamicity of service entities and service requests for performance improvement. Once the task is completed, the collaboration among service parties dissolves and service parties find new transactions to join.

Applying P2P technologies for coordinating or integrating different peers distributed across multiple enterprises has been investigated in some studies. These studies focused on the design of data conversion rules between service peers, shared data repositories, and provider (peer) selection policies. Gu & Nahrstedt (2006) proposed and compared different algorithms for cooperative P2P streaming by composing given applications on the initial stage (i.e. global-state-based centralized (GC) versus local-state-based distributed algorithms). They utilized mathematical methods to map a function graph into the best service graph. They made some strong assumptions for cooperative service provision. Firstly, a service discovery system for finding candidate service instances matching a required service function is assumed to exist. Secondly, each peer is assumed to be able to monitor available network bandwidth on its adjacent overlay links using measurement tools. This thesis investigates the mechanism of finding proper services and monitoring the peers’ workload using a super-peer overlay instead of making an assumption. Thirdly, service instances are assumed to be described using high-level specification languages based on a common ontology. Fourthly, an available translator is assumed to map the application-level QoS specifications into low-level resource requirements (e.g. CPU, memory, and network bandwidth). All these assumptions need to be tackled in a real-world system implementation. This thesis focuses on coordination of real-world service instances instead of abstracted high-level language specified services. The coordinate mechanism enables services to adapt dynamically to meet the
application requirements instead of just concentrating on the initial stage of coordinated service provision as in Gu & Nahrstedt (2006).

Goel et al. (2007) proposed a P2P-overlay-based service-centric architecture for scheduling service entities to achieve complex business and engineering transactions in a collaborative way. Each service provider is defined as an independent self-sustaining entity performing a specific network activity in a choreographed sequence. All services have standardized open interfaces. Once the transaction is completed, the federation among service providers dissolves and the service providers seek other transactions to join. Their service centric architecture seeks to find proper service providers to finish a complex task. It should be noted that this thesis concentrates on coordinating service groups for dynamic sharing of resources and handling dynamic service demands instead of finishing transaction-based tasks. The coordination relationship between service providers does not dissolve.

Similar to the work of Goel et al. (2007), Ranjan et al. (2008) utilized a P2P-based coordination space (Zhen & Parashar 2005) to coordinate the application schedules of distributed workflow brokers in the way of publish and subscribe. Workflow brokers posted resource demands by injecting a resource claim object into the P2P-based coordination space. Resource providers updated resource information by injecting a resource ticket object into the P2P-based coordination space. The P2P-based coordination space sent notification messages to resource claimers once a resource ticket matched with one or more resource claims. Extending the work of Ranjan et al. (2008), Rahman et al. (2010) proposed to compute a reputation value for a resource provider to decide which resource object should be invoked when a list of resource claims were matched with the submitted resource ticket object. Their work focuses on designing a third-party shared data repository in order to coordinate service providers. It should be noted that this thesis builds the coordination by utilizing the structure of super-peer overlay from the service providers themselves, not a third-party repository. The coordination mechanism is derived from a market model.

P2P overlays are also utilized for cloud service provision to facilitate creation of wide-area on-demand leasing of computing or storage services for hosting application services that experience highly variable workloads and require high availability and performance. Ranjan et al. (2010) presented a layered P2P-based cloud service provision architecture that connects distributed public/private clouds with a structured overlay of FreePastry (Druschel et al. 2001). A distributed indexing technique, a variant of peer-to-peer MX-CIF Quad tree
(Tanin et al. 2007), was implemented to support multi-dimensional queries (cloud service type, host utilization, instance OS type, host cloud location, host processor speed). Their work concentrated on one of the building blocks of coordinated service provision: the service discovery supporting multi-dimensional query. This thesis focuses on the coordination of service entities in terms of sharing resources and supports only simple service queries instead of multi-dimensional queries.

The efficiency of coordinating service peers among service groups has been studied as well. Cuenca-Acuna & Nguyen (2004) proposed a distributed resource management framework for self-managing federated service provision in P2P environments. Each service node relies on third-party service management agents and node monitoring agents to monitor the state of service nodes and to adjust the configurations of these nodes, e.g. the number of services and their positions. In contrast, Paper I employs a super-peer overlay to organize service nodes and selects super-peers from the service providers instead of third-party agents.

Chen et al. (2008) proposed a service provision framework to coordinate service groups to adapt to dynamic service demands. They utilized a DHT-based P2P overlay, in which each service peer has the same responsibilities. Service groups consist of service peers. They proposed a market model, in which each service peer takes both the roles of a recruiter (recruit or dismiss peers) and an employee (process service requests). Paper I proposes utilizing a super-peer-based P2P overlay in the coordination of service provision so that super-peers take more responsibilities than service peers. Service groups consist of both super-peers and service peers. Paper I proposes an S-labor-market model, in which super-peers take the role of a recruiter, due to their high capacity, and service peers take the role of an employee. Consequently, the coordination between service groups is different from Chen et al. (2008). Adopting the super-peer overlay shortens the time needed for coordination and reduces communication overhead.

There are other issues that should be taken into account in cooperative P2P service provision, for example, trust, and security management. Security is a big issue for P2P based service provision, which is out of the scope of this thesis. More studies can be found in Yan & Zhang (2006), Dimitriou et al. (2008), Rahman et al. (2010) and Meland et al. (2011).

2.3 Super-peer overlay construction

Super-peer overlays enable applications to run more efficiently by exploring the heterogeneity of nodes in the overlay network. In typical examples, Skype voice
streaming (Baset & Schulzrinne 2006), and live video streaming applications (PPLive 2009), the performance is improved by assigning nodes with high network bandwidth, long on-line time, or high processing capability as super-peers. Thus, the criteria for selecting super-peers is an important issue in building a super-peer overlay. In addition, in a dynamic network environment, it is common that peers may join or leave a super-peer overlay randomly (e.g. a failure of a super-peer) (Stutzbach & Rejaie 2005) (Voulgaris et al. 2005) (Baset & Schulzrinne 2006). The construction of a super-peer overlay should handle the failure of peers. In brief, it is an important task to design an efficient super-peer selection method that can quickly build a robust super-peer overlay. This section first reviews related studies on P2P overlay construction and then investigates super-peer selection methods.

### 2.3.1 Overview of overlay construction

Many studies have built various types of P2P overlays in order to satisfy different purposes or to achieve different performance targets. According to the structure of P2P overlays, overlay constructions can be generally categorized into (1) structured P2P overlay construction, and (2) unstructured P2P overlay construction. Structured P2P overlay constructions (e.g. Chord, Pastry (Rowstron & Druschel 2001) and Tapestry (Zhao et al. 2004)) usually use DHT-based algorithms to build connections between peers and guarantee locating a value associated with a key within a bounded number of hops. A bootstrap node is usually needed to provide node information during the overlay construction. However, structured overlays utilize complex algorithms and sustain heavy maintenance cost for node joins and leaves. In addition, structured overlays have poor performance in keyword-based search. In unstructured P2P overlays, connections between peers are ad hoc and data placement is flexible and independent of the overlay topology. Unstructured overlays are more commonly used in applications than structured overlays and many more studies have been done on the constructions of versatile unstructured overlays than structured overlays (Lua et al. 2005).

Neither unstructured nor structured P2P overlays can simultaneously offer better performance in both response time and resilience against network dynamics without having to reconsider some of fundamental design tradeoffs (Pyun & Reeves 2004). Low-diameter P2P overlay networks were proposed to address both the performance and resilience, in which most nodes are within a small number of
hops from each other. A low-diameter overlay network can be constructed from power law graphs (also known as scale free graphs). For example, Wouhaybi & Campbell (2004) proposed Phenix to build a low-diameter and resilient P2P overlay utilizing power-law graphs and the degree distribution of nodes follows a power-law distribution. Phenix hid the identities of major hubs and was fully distributed without requiring any central servers, which makes it resilient to malicious attacks. A low-diameter overlay can also be constructed through random augmentation (i.e. by adding random additional links between nodes) (Erdős & Rényi 1959) instead of power-law graphs. For example, Pyun & Reeves (2004) proposed a scalable unstructured P2P system (SUPS) for construction of a low-diameter topology with balanced link distribution for super-peers. In SUPS, interconnections between super-peers were selected to approximate a random graph and super-peers were organized in a fully distributed way.

Small-world graphs share many features of random graphs and are also utilized for constructing low-diameter overlays, e.g. Hui et al. (2006) and Liu et al. (2007). Liu et al. (2007) presented a small-world characterized architecture for P2P networks (SWAN) for resource discovery in multi-group P2P systems. Each peer was connected to some neighbouring nodes in the same peer group and peer groups were connected by a small number of inter-group links for keeping long-range links to distant nodes in the network. A semi-structured P2P algorithm was proposed to create and find long-range shortcuts between different peer groups. Every peer can easily find out which nodes have external connections to a specific peer group in order to communicate with remote groups. NEWSCAST (Jelasity et al. 2003) proposed a totally different approach of randomly exchanging neighborhood information among peers using a gossip-based protocol to construct an overlay exhibiting small-world characteristics. BLATANT-R (Brocco et al. 2009) proposed to dynamically reorganize connections between peers without introducing hierarchies for constructing a diameter-bounded network overlay with a fair distribution of links. The reorganization process utilized ant-inspired distributed swarm intelligence to monitor the network and collect information, which ensures adaptability and robustness.

In both structure and unstructured P2P overlays, nearby nodes in the overlay networks may actually be far away in the underlying networks and each routing hop may take a message to a node with a random location in the Internet, which results in a long message delay and unnecessary wide-area network traffic (Zhang et al. 2004). Locality-aware (or topology-aware) overlays have been proposed to
decrease the communication cost and to reduce message delay between nodes. Locality-aware (or topology-aware) overlay constructions take into account the locality of nodes and choose the nodes that are closely located in the underlying physical network as the neighboring hosts in the overlay. Many studies have explored locality in both structured and unstructured overlay constructions to reduce message delay and communication overhead, e.g. Ratnasamy et al. (2002), Harvey et al. (2003), Zhang et al. (2004), Artigas et al. (2005) and Jesi et al. (2006).

Evaluating the distances between nodes (i.e. locality) is a key problem. The locality can be measured with different criteria, such as physical location, the number of hops between hosts, and link latency. Landmark approach (both static and dynamic landmark approaches) is a widely used method for measuring the distances between peers, for example, Ratnasamy et al. (2002) and Zhang et al. (2004). A virtual coordinate mechanism has also been utilized in a locality-aware P2P network to compute distance between peers, e.g. Yu et al. (2005). This mechanism usually introduces extra overhead into overlay construction. Another approach is dynamical computation of distances among nodes by sending messages, such as Time-To-Live (TTL), and Round Trip Times (RTTs). A bootstrapping mechanism has also been used to compute the distance between peers in order to find a place for a new peer to join the network (Miers et al. 2010). In this mechanism, tracker nodes maintain a list of all the active peers in the network and compute the distances between peers when needed, which suffers from a single point of failure. More information about locality-aware overlay construction can be found in Miers et al. (2010).

Besides investigation on reducing message delay, another issue of the poor performance for approximate, range, or text queries has been studied in the overlay construction as well. Semantic-based overlay construction has addressed this issue. Semantic-based overlays organize peers in such a way that semantically or socially similar peers become members of the same semantic overlay network (SON), which can improve text or range query performance (Nejdl et al. 2003) (Löser et al. 2004) (Crespo & García-Molina 2005) (Doulkeridis et al. 2007). Desired content in P2P applications is often available in the proximity of interested users because of content language and geographical regions of interest (Rasti et al. 2006). In SONs, resource queries are forwarded to only those peers that contain the documents within specific topics. Some studies focused on designing distributed algorithms for constructing semantic overlays so that peers having common preferences are clustered together (Nejdl et al. 2003)
(Löser et al. 2004) (Tempich et al. 2004) (Crespo & Garcia-Molina 2005) (Doulkeridis et al. 2007). Some studies focused on constructing semantic overlays that exhibit small-world graph properties (Li et al. 2004) (Jin et al. 2006) (Hsiao & Su 2012). More information about semantic-based P2P overlays can be found in Doulkeridis et al. (2010) and Hsiao & Su (2012). However, most semantic-based overlay construction studies did not address the scalability of the P2P overlay with respect to the heterogeneity of peers in terms of their network resources and participation times.

As already mentioned, peers are highly diverse in terms of their processing capabilities, network resources (such as access bandwidth, CPU, disk I/O) and participation times (or online time) (Saroiu et al. 2002) (Wang et al. 2008). Capability-based (or heterogeneity-aware) overlay constructions have been investigated to address the heterogeneity of peers (Saroiu et al. 2002) (Lanham & Shenker 2003) (Montresor 2004) (Li et al. 2005) (Baset & Schulze 2006) (Kwong & Tsang 2008) (Wang et al. 2008) (PPLive 2009) (Kurve et al. 2013). The load imposed on each node should be proportional to the capacity of the node in order to explore the heterogeneity of nodes and to achieve load balancing. The load consists of two parts: the number of messages (or requests) handled by a node and the node degree (i.e. the number of links connected to the node). The load generated from the second part comes from (1) the cost of maintaining links with other nodes (e.g. periodic keep-alive messages to neighbor nodes), and (2) application specific load that is also related or proportional to node degree (Vishnumurthy & Francis 2006). For example, in Gnutella, the load of a node is related to the node degree (Lanham & Shenker 2003). Thus, it is important to control the node degree in heterogeneous overlay construction. Controlling the frequency of visiting the nodes is also important because nodes experience load each time when other nodes visit them. For example, Saroiu et al. (2002) constructed a heterogeneity-aware multtier P2P overlay to better balance the load of peers with heterogeneous capacities and to prevent performance degradation by low-capability nodes. Many studies have focused on improving application performance (e.g. short response time and low latency) by exploring the heterogeneity of peers in the P2P overlay, e.g. P2P Live streaming (Wang et al. 2008) (Liu et al. 2009) (Couto da Silva et al. 2011) and selecting the most reliable nodes as the super-peers (capacity-based super-peer selection), e.g. Montresor (2004), Li et al. (2005) and Kwong & Tsang (2008). This thesis focuses on construction of a super-peer overlay by exploring the heterogeneity of peers. Further analysis is provided in Section 2.3.2.
It should be noted that there are also other studies combining some of these different technologies (such as locality, semantics, capability-based and low-diameter) together for P2P overlay constructions, e.g. Shen & Xu (2007). Some studies on overlay construction focus on security and trust (Dimitriou et al. 2008), reputation (Chhabra et al. 2004) and other issues. Details about these studies are not presented because these are out of the scope of this thesis.

2.3.2 Super-peer overlay construction

A super-peer overlay is a special hierarchical and heterogeneous-aware P2P overlay with two layers. Super-peers are assumed to have high workload than client peers. In the construction of super-peer-based overlays, the selection of super-peers and building the association between super-peers and client peers are key issues for study. Many criteria can be used for selecting super-peers, including locality, semantic, capacity, network connectivity, reliability, security, privacy and trust as well as other metrics, according to application requirements (Kleis et al. 2005).

Some studies focused on constructing locality-aware super-peer overlays. One approach first clusters peers into groups according to their localities, and then selects peers with high capacity or short distance to other peers inside a group as super-peers. For example, HONet (Hybrid Overlay Networks), proposed by Tian et al. (2005), first clustered nodes based on their network coordinates and then selected the node with the highest capability within a cluster as a super-peer. Super-peers were connected with each other using a random walk and a node chose to join the cluster with a short distance. Another approach first selects peers with high capacity as super-peers and then builds the connections between super-peers and client peers by connecting client peers to the closet super-peers based on distance or RTT, e.g. Kleis et al. (2005), Jesi et al. (2006) and Merz et al. (2008). Specifically, Kleis et al. (2005) first selected stable peers with enough resources to serve other peers as super-peers and these super-peers acted as landmarks. After that, they assigned nodes into clusters that had the nearest centroid (mean) distance based on RTTs using a K-means clustering algorithm. Client peers joined the cluster with the closest super-peer. Their work relied on a coordinate system to compute and control the super-peer topology. SG-2, proposed by Jesi et al. (2006), first employed a biology-inspired task allocation mechanism to promote the best nodes to super-peers and then associated super-peers with clients whose RTTs were within a specified threshold. SG-2 utilized a
gossip-based protocol to spread messages to nearby nodes. SG-2 aims to cover a space with a small number of super-peers and to minimize the latency between clients and super-peers. Super-peers also acted as landmarks for measuring the distance between peers to build a locality-aware super-peer overlay. Merz et al. (2008) presented an SPSA algorithm to construct a locality-aware super-peer overlay by using a network coordinate system (a Vivaldi system). SPSA first selected the peers that were able to deliver super-peer service at lower cost as super-peers. A super-peer dynamically relinquished its role if the number of its attached client peers was too low or too high (two thresholds are used). A client peer was always connected to the nearest super-peer and changed its super-peer if it found another closer super-peer. SPSA strived to minimize the number of super-peers to be $O(\sqrt{n})$ ($n$ is the total number of peers in the overlay). SPSA needs a smaller number of super-peers than SG-2 to cover a particular space. A coordinate system is needed in the above studies to assign network coordinates to nodes in order to connect client peers to a super-peer, which generates extra workload on super-peers. It should be noted that in Papers III and IV, client peers are connected to super-peers through gossip-based information exchange without a coordinate system.

Constructing semantic-based super-peer overlays has also been investigated so that peers having common preferences are clustered together (Nejdl et al. 2003) (Löser et al. 2004) (Qiao et al. 2007) (Tan et al. 2012). Particularly, Löser et al. (2004) proposed hashing the whole taxonomy hierarchy to be super-peers based on DHT algorithm, and connected these super-peers as a Chord protocol. Their approach had the drawback of loose semantics of data within a super-peer and increased communication overhead between super-peers. Qiao et al. (2007) employed a taxonomy hierarchy to describe the contents of objects, and presented a taxonomy-based approach for constructing a semantics-based super-peer overlay. Their approach dynamically clustered peers in taxonomy-based semantic space, and organized clusters into semantic routing overlays. Their work achieved a competitive trade-off between search latencies and overheads, and maintained a load balancing among super-peers.

Some studies have focused on constructing capacity-based super-peer overlays by exploring the heterogeneous capacities of peers to improve application performance. For example, Li et al. (2005) presented a DHT-based capacity-aware super-peer overlay (SPChord) in order to improve stability and data availability. The topology of SPChord is shown in Fig. 7. The nodes with longer session time (on-line time) were selected as super-peers and other dynamic
unstable nodes joined the super-peers and acted as a member in super-peer clusters. This method improves the stability of the super-peer overlay and reduces maintenance overhead because the frequency of nodes joins/leaves the overlay is reduced. However, their study only takes into account the session time as a criterion for selecting super-peers. Thus, the heterogeneity of processing capabilities is not fully investigated. This thesis investigates also processing capability, and network bandwidth, in addition to online time as criteria for selecting super-peers. It should be noted that this thesis focuses on constructing a super-peer overlay in a fixed network environment. Mobile devices are becoming more powerful and can connect with each other to build mobile P2P overlays for mobile service provision. When constructing such mobile P2P overlays for mobile service provision, important factors related to mobile devices (e.g. power of a device, multiple available connections) should be taken into account in the super-peer selection.

Fig. 7. Topology of the SPChord.

Joung & Wang (2007) proposed a structured capacity-aware super-peer overlay Chord² (i.e. a two-layer Chord) shown in Fig. 8. Powerful and stable peers were promoted to super-peers by measuring their bandwidth, storage space, and CPU speed. A super-peer layer (a conduct layer) was imposed as a Chord ring overlay over an existing regular Chord ring. A binary tree was constructed over the regular Chord ring to store the identifiers of found super peers. The binary tree was also utilized by a new super-peer in finding existing super-peers. The conduct super-peer layer maintained the overlay and notified affected nodes to update their fingers when it received information of node joins or leaves at the bottom layer. The proposed super-peer layer reduced cost of overlay maintenance.
Li & Chao (2010) proposed to employ the Perfect Difference Graph (PDG) to construct a small-network-diameter super-peer overlay, which generated a small number of lookup messages and short average delay. A bootstrap server was designed to maintain a super-peer table and decided whether a peer joining the network should become a super-peer or not by comparing its bandwidth with other super-peers stored in the super-peer table. The bootstrap server also sent the corresponding forward and backward connections to the peer (or super-peer) to enable this peer (or super-peer) to build connections. A PDG-based forwarding algorithm flooded lookup messages from an originator super-peer to other super-peers to guarantee that each super-peer received only one message. Teng et al. (2011) proposed to utilize the self-similar square network graph (SSNG) to construct a more scalable and efficient super-peer overlay topology than the PDG-based overlay proposed by Li & Chao (2010). A bootstrap server kept a SSNG table in order to maintain the super-peer overlay topology. The SSNG table stored information of each SNG (square network graph). Peers were selected as super-peers by taking into account their localities. When a peer was selected as an active super-peer, it could spawn a child SNG (i.e. a client-peer layer). Specifically, the bootstrap server sent information of the contact peer of a SNG to the newly promoted super-peer, which sent a join message to that contact peer. After receiving neighbors information of the child SNG from the contact peer, the newly promoted super-peer established connections with those neighbors and became the super-peer of the SNG. However, the SNG contact peer bore heavy workload and was not scalable. Both PDG-based and SSNG-based overlay constructions need a bootstrap server for storing overlay information, which has a
single point of failure. It should be noted that in Papers III and IV, no contact peer is needed to collect all the peers’ information for selecting super-peers and constructing a super-peer overlay, which improves scalability. In this thesis, information dissemination and peer sampling were conducted in a distributed manner using gossip without a server.

Montresor (2004) proposed a gossip-based algorithm, SG-1, for quickly building super-peer overlays. In SG-1, peers with high capacity are selected as super-peers. Super-peer selection is based on the comparing the capacity of a node with that of its randomly sampled neighbor peer. While the super-peer selection method is simple, it takes a long time to converge. In addition, super-peer searches only its one-hop neighbors in order to build connections with client peers, which is time consuming. Compared with SG-1, Papers III and IV proposed to use a set of super-peer candidates in super-peer selection, which is faster and reduces the time needed to select super-peers. Further, a conditional two-hop search method was proposed to speed up establishing the connections between super-peers and client peers.

2.4 P2P-overlay-based service discovery

Service discovery has become critically important due to the growth of computer networks and the ubiquity of mobile and wireless networks (Meshkova et al. 2008). This section first provides an overview of service discovery and then reviews studies on P2P-based service discovery for constrained devices.

2.4.1 Overview of service discovery

Service discovery (i.e. SD) is considered to be the capability to find specific services such as applications or well-defined networked services that are not pure abstractions (Meshkova et al. 2008). The terms service discovery and resource discovery are used interchangeably in this thesis.

A taxonomy of SD systems (Meshkova et al. 2008) is depicted in Fig. 9. In terms of architecture, SD systems can be classified into centralized, P2P, and hybrid ones (Vanthournout et al. 2005) (Meshkova et al. 2008). UDDI (Curbera et al. 2002) is a typical example of a centralized SD system, which consists of multiple repositories for handling service queries. Such a centralized approach may suffer from overload when the number of services grows. Consequently, a number of decentralized P2P-based SD systems have been proposed for services
discovery, e.g. Banæi-Kashani et al. (2004), Mastroianni et al. (2005) and Ranjan et al. (2008). Hybrid and clustering architectures for SD systems have been also investigated. For example, Puppin et al. (2005) proposed a super-peer-based architecture, where nodes are grouped into clusters and each cluster contains at least one super-peer. Super-peers act as servers within their clusters, handle service queries, and forward service queries to other clusters. Resource information is published by agents.

Fig. 9. A taxonomy of service discovery systems (adopted from Meshkova et al. (2008)).

In terms of search method, SD systems can be classified into unstructured, structured, and hybrid. Structured approach controls the locations of services by
algorithms and service lookup latency is bounded and usually shorter than that of unstructured SDs. Unstructured approach places services randomly and supports both partial-match and complex service queries. It is robust to node failures and node churn. However, performance of unstructured SDs depends heavily on employed search mechanisms and it cannot discover rare services as efficiently as popular services. The hybrid approach, in its turn, combines the advantages of structured and unstructured approaches to enhance the overall system performance. The original Gnutella (Klingberg & Manfredi 2002) used the unstructured approach, whereas DHT-based P2P systems (e.g. Chord) use the structured approach. Gnutella v.0.6 (Gnutella 2002) and Kazaa (Kazaa 2009) are examples of the hybrid approach.

The deployment scale of SD systems varies from local area networks to enterprise-scale networks and Internet-scale networks. Specifically, Internet-scale SD systems (e.g. for a million users) usually require high scalability and therefore utilize hybrid P2P overlays, such as eMule (Kulbak & Bickson 2005). Enterprise-scale SD systems such as Jini (Waldo 1999) use simple protocols and fewer servers, and put high emphasis on security (Meshkova et al. 2008). Enterprise-scale SD systems typically utilize a client–server infrastructure and discovered services can be particular documents or sensor readings. Local area-scale SD systems in networks (or personal area networks) usually adopt the simplest architectures, but emphasize high performance demands on service discovery because the number of services is small (Meshkova et al. 2008). UPnP (Universal Plug and Play) is a typical SD mechanism for local area networks that aims to provide a whole range of services in office or home environment (Miller et al. 2001).

In terms of network environment, SD systems can be deployed in fixed networks, Ad-hoc wireless networks, and resource-constrained networks (e.g. 6LowPan (IPv6 over Low power Wireless Personal Area Networks)). Many studies focused on service discovery in fixed network environments, in which service providers are usually not resource-constrained, for example, grid computing, cloud computing and clustering. In a fixed network environment, typical P2P-based methods for resource discovery are DHT-based structured protocols (e.g. Chord and Tapestry) and federated search based on unstructured protocols. The latter method can be further divided into systematic and random search algorithms. Systematic search methods explore search trees or graphs according to predefined rules without utilization of probabilistic or random choice (e.g. flooding (Tsoumakos & Roussopoulos 2003)). Random search methods, for
example, the random walk and probabilistic forwarding, are governed by random variables for the search depth and directions, which do not guarantee a good performance (Birman et al. 1999) (Kalogeraki et al. 2002) (Lv et al. 2002) (Russel & Norvig 2003) (Stauffer & Barbosa 2007). More discussion on service discovery in a fixed-network environment can be found in Meshkova et al. (2008). Security is a big topic for SD systems. Studies on security are not provided in this thesis because it is out of the scope of this thesis.

A resource discovery (RD) can be designed either as a third party service or as a genuinely distributed system, depending on the distinction made between resource providers and end-users (Vanthournout et al. 2005). Third party RD services such as DNS (Mockapetris & Dunlap 1988) and LDAP (Sermersheim 2006) are deterministic and centrally controllable systems that collect service information and handle resource queries from end-users. It should be noted that a third-party RD system could also be distributed even though it appears as a single entity.

Genuinely distributed RD service such as Gnutella (Gnutella 2002) and Tapestry (Zhao et al. 2004) involves both resource providers and end-users, without employing any central or coordinating components. More information on resource discovery design can be found in Vanthournout et al. (2005) and Meshkova et al. (2008).

2.4.2 P2P-based service discovery for constrained devices

This thesis focuses on P2P-based service discovery for resource-constrained devices in a constrained network. Such an environment is characterized by limited network connections and devices with limited processing capability and limited battery lifetime. A typical example is a wireless sensor network (WSN), where the embedded sensors may have only 1KB of RAM, for example, Leppanen et al. (2012). In such a resource-constrained environment, resource discovery faces the two challenges: (1) high data flows and sophisticated automatic repeat request (ARQ) methods are not feasible, (2) computationally heavy protocols cannot be applied. Consequently, some well-known service discovery protocols such as UPnP or SLP (service location protocol) are not directly applicable in a resource-constrained environment. For example, their packets are too large to be processed by a sensor.

There have not been many studies on service discovery systems for a resource-constrained environment (Meshkova et al. 2008). In some studies,
selected features of the needed protocols are sacrificed to reduce resource demands and to enable service discovery in a resource constrained environment, e.g. Shelby et al. (2003). TinyDB (Madden et al. 2005) and SwissQM (Mueller et al. 2007) are the examples of systems that merge service discovery with data collection functionalities. The rationale is that a majority of services (especially sensors) have a limited number of different values, which can be assembled in a single message.

Some studies utilize a P2P-based approach with other techniques, such as data aggregation and in-network processing (Fasolo et al. 2007) to achieve better scalability in a resource-constrained environment. For example, the TAG (Tiny Aggregation) proposed by Madden et al. (2002) handles data processing and aggregation on the intermediate nodes to save the bandwidth and power resources.

Table 1. Mapping of taxonomy on some typical real-world service discovery systems (adapted from Meshkova et al. (2008)).

<table>
<thead>
<tr>
<th>Systems</th>
<th>Attributes</th>
<th>Network Environment Type</th>
<th>Architecture</th>
<th>Deployment scale</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>Wireless</td>
<td>Constrained</td>
</tr>
<tr>
<td>Bonjour</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>TinyDB</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>SwissQM</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>UPnP</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>SLP</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>JXTA</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>eDonkey</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Kazaa</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>BitTorrent</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Freenet</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Napster</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Gnutella</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>UDDI</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Jini</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Tanganelli</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>et al. (2013)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Table 1 provides a mapping of some typical real-world service discovery systems onto the taxonomy shown in Fig. 9. We can see that only a few studies (e.g., Bonjour, TinyDB, and SwissQM) focus on a resource-constrained environment.

Service discovery systems in resource-constrained WSNs have two basic models: client-server and distributed. In the client-server model, powerful devices work as servers (usually as gateways) for surrounding nodes: integrating new nodes into the network, collecting data from them and controlling their behaviors. The client-server model has been studied a lot in integrating constrained sensors into the IP networks, e.g., by Valtchev & Frankov (2002), Schramm et al. (2004) and Luckenbach et al. (2005). In the distributed model, functionalities are distributed over all the nodes as equally as possible. This yields a more scalable system, which is suitable for large-scale applications with random node distribution. The distribution is often integrated with data aggregation and in-network processing, e.g., Yao & Gehrke (2002) and Gupta et al. (2006).

Nowadays, besides wireless sensors, other smart devices such as smartphones are able to participate in the intelligent service provision (e.g., environment monitoring, intelligent transport systems), by exposing their services into the Internet, and accessing services provided by other devices. These constrained devices interact with each other and construct a highly distributed network of embedded systems, referred to as a M2M communication network. The aforementioned service discovery systems cannot fulfill the service discovery requirement in a M2M network environment. For example, it is not feasible to directly discover resources provided the constrained devices because the nodes may be sleeping or have only intermittent connection (Shelby et al. 2012).

The IETF CoRE (Constrained RESTful Environments) working group has been developing protocols that would enable utilizing of constrained devices in M2M service provision (Constrained RESTful Environment 2012). The working group has proposed the Constrained Application Protocol (CoAP) (Shelby et al. 2013) to support the communication for resource-constrained devices. The working group also proposed a draft of the CoRE resource directory (Shelby et al. 2012) for constrained devices to register and look up resource descriptions. The draft defined the methods of discovering resource directory, registering, and looking up resource descriptions. CoAP protocol was used by devices to communicate with the CoRE resource directory. The draft specifies the basic functionality of a resource directory but does not provide architecture design nor implementation. Mäenpää et al. (2012) presented a P2P-based rendezvous service for resource-constrained nodes in WSNs. In their work, both resource description
registration and look-up are done using CoAP. Their work does not support smart devices (e.g. a smartphone) using a different protocol (e.g. HTTP) for resource registration and lookup. In contrast, this thesis aims to support heterogeneous devices in M2M service provision. Thus, Paper V reports how the two common protocols, HTTP and CoAP, are supported in resource registration and discovery, including the lookup of a set of resources by using some resource properties in query filtering.

Tanganelli et al. (2013) proposed a P2P overlay-based distributed architecture for discovering and accessing resources provided by constrained devices in M2M service provision. Following a resource-oriented approach, their system also utilized CoAP as the communication protocol for smart objects. They utilized a Pastry overlay (a P2P overlay) and the extendible Metadata Hash Table (XMHT) (Andreini et al. 2010) for service discovery. When a client sends a request to a proxy, the proxy first looks up the server location through a P2P querying. Then, the proxy invokes the requested method on behalf of the client and sends a response back to the client. They used the CoAP URI as the resource names for replication and semantic aggregation of data. This means that different servers can host resources with the same name. However, Tanganelli et al. (2013) did not take into account the naming of specific devices and cannot support the discovery of a service provided by a specific device. Paper V utilizes both URI and an endpoint name to uniquely identify a resource provided by a specific device. For example, two sensors provide temperatures (laboratory1 and laboratory2), when a client wants to know the temperature in laboratory2, the client sends a query request that includes the endpoint name “laboratory2” to get its needed value.
3 Summary of research contributions

In this chapter, the contributions of the original publications are elaborated in detail. Furthermore, the chapter discusses how these contributions answer the specific research questions addressed in this thesis. Section 3.1 presents super-peer-based coordinated service provision. Section 3.2 presents an efficient algorithm for constructing a robust super-peer overlay. Section 3.3 presents a distributed resource discovery for Machine-to-Machine service provision. Section 3.4 provides discussion and future work.

3.1 Super-peer-based coordinated service provision

The first research question of this thesis addresses efficient coordinated service provision using a super-peer overlay. Papers I and II make contributions to this research area and provide an answer to the research question.

Paper I presents the SCSP framework for coordinating different service groups in sharing resources in order to handle dynamic service demands. The SCSP framework introduces two core components: a S-labor-market model and a recruiting protocol based on a weighting mechanism to coordinate service groups in sharing resources and maintain service peers within service groups. The S-labor-market model defines the abstract coordination operations among service groups. Specifically, the S-labor-market model defines two market roles (recruiter taken by super-peers and employee taken by service peers) and two events (Service change event and Resignation event). Service groups perform the S-labor-market model events using the recruiting protocol. Particularly, by running the recruiting protocol, a service group can dynamically recruit service peers from other groups to reduce service response time (when the workload of the service group increases), and dismiss idle service peers within a service group to improve resource efficiency (when the workload of the service group decreases).

The architecture of the SCSP is illustrated in Fig. 10. The SCSP framework consists of three layers: the super-peer layer, the service peer layer, and the network layer. The super-peer layer is responsible for dispatching users’ service requests to service peers and maintaining service peers in the service groups. Service peers providing the same services are grouped as service groups. Each service group consists of a super-peer and service peers. Different super-peers manage different services. Service groups cooperate with each other on sharing service peers to meet dynamic service demands. Instead of applying a DHT-based
P2P overlay as in Chen et al. (2008), the SCSP utilizes a super-peer-based P2P overlay in organizing service groups and exploiting the heterogeneity of peer capabilities. Super-peers have more responsibilities than service peers. Super-peers take the role of a recruiter, due to their high capacity, and service peers take the role of employees.

When the service change event for sharing resources with other service groups is performed, a super-peer in one service group selects a few other super-peers to send service change applications. A simple weighting mechanism is utilized by the super-peer to make an initial recruiting decision and to negotiate the final decision with the service peer. When performing the Resignation event, a service peer negotiates with its super-peer to make a final decision according to the recruiting protocol. Adopting the super-peer overlay reduces the time for making decisions and reduces communication traffic as well.

Fig. 10. The SCSP architecture in Paper I. 2011 Elsevier Journal of Network and Computer Applications. Reprinted with permission.
The performance of the SCSP was evaluated with simulations on the PeerSim platform. Peers were classified into three categories, the high capability class, the middle capability class, and the low capability class to demonstrate the heterogeneity of service peers’ capabilities. Capabilities of service peers were assumed to follow normal distribution. Five service groups were used in the experiments. Each service group provides a distinct service, i.e., different from the services provided by other service groups. Peers were randomly assigned to one of the service groups. The arrival rate of service requests to each service group was assumed to follow Poisson distribution.

The coordination among different service groups built by the SCSP was evaluated. Simulation results showed that the variations in the response time of a service group to a service request (SRRT) among the five service groups in the SCSP were small. This result verifies that the coordination mechanism in the SCSP works well among different service groups. Furthermore, the variations in the SRRTs among the five service groups in the SCSP were smaller than those of Chen et al. (2008).

The scalability of the SCSP was examined with three sets of simulations. The number of peers in the system increased from 200 to 2000. Results show that the response time (i.e., SRRTs) varied marginally among the three sets of simulations when the size of service groups and service peers increase. The average group sizes fluctuated limitedly among the three sets of simulations as well. In other words, the SCSP achieved a good scalability.

The robustness of the SCSP to node joins or leaves was also evaluated. Two sets of simulations were conducted and five service groups were employed in these simulations. The first simulation simulated the activity of service peer joins. Results showed that the service response time reduces significantly when new peers join the system. The second simulation simulated the activity of service peer leaves. Results showed that the number of peers in one service group (e.g., service group SG2) decreases but the service response time does not fluctuate when the total number of peers in the five service groups decreases. The reason for this result is twofold. First, in the beginning, SG2 employs enough service peers with high capability since the total number of initial service peers in the five service groups is large. Second, the leaving peers are chosen from the resigned service peers and most of them have relatively low and middle capabilities according to the recruiting protocol. In other words, most of the service peers with a high capability remain in SG2 even when peers continue to leave.
Therefore, the performance of SG$_2$ is not affected much by the leaves of service peers. These results prove that the SCSP is robust to service peers joins and leaves.

In order to make a fair comparison with Chen et al. (2008), traffic (i.e. communication message) generated by coordination mechanism was analyzed. The analysis shows that when the total number of peers in a service provision system is relatively small (e.g. 250), the SCSP generated fewer messages than that of Chen et al. (2008). When the total number of peers in a system is relatively large (e.g. 2000) and the number of service groups is relatively small (i.e. the service group has a relatively large number of peers), the number of messages generated by a peer in a service change operation in the SCSP is smaller than that in Chen et al. (2008).

Paper II presents the coordination mechanism for cloud service provision (SPCM). An enterprise cloud (e.g. Aneka (Chu et al. 2007)) consists of a number of distributed heterogeneous resources (nodes, virtual computers, applications), which are combined together to form a massive environment (Ranjan & Rajkumar 2010). Due to dynamic resource demands and less cooperation among users’ applications, some resources in enterprise clouds could be frequently required and bear a heavy workload. SPCM manages the resources (e.g. the cloud nodes and virtual computers) of enterprise clouds efficiently and enables enterprise clouds to collaborate with each other in sharing resources to satisfy QoS requirements (e.g. short response time of a service request). Whenever the load of an enterprise cloud managed by a super-peer increases, the super-peer of that enterprise cloud can reserve cloud nodes from other enterprise clouds for processing service requests. The service response time of enterprise cloud applications is reduced by those reserved cloud nodes. Consequently, the overall response time of the enterprise cloud applications is reduced. Simulations were carried out to evaluate the coordination performance of the SPCM with two application scenarios. The results demonstrate that the SPCM enables enterprise clouds to collaborate with each other efficiently.

### 3.2 An efficient algorithm for constructing a super-peer overlay

The second research question of this thesis addresses the rapid construction of a robust super-peer overlay given a random connected topology. Papers III and IV make contributions to this research area.

Paper III presents a gossip-based super-peer selection algorithm (GSPS) for constructing a super-peer overlay. The GSPS selects the nodes with the highest
capacity as super-peers; thus exploiting the heterogeneity of nodes to improve performance. The capacity of a node is determined by its capabilities, including CPU cycles, bandwidth, storage, and online time. The capacity of a node is computed as $\sum_{i=1}^{K} (v_i \times w_i)$, where $K$ is the resource types ($K=4$); $v_i$ is the value of the $k^{th}$ resource metric; $w_i$ is the weight of the $k^{th}$ resource metric and $\sum_{i=1}^{K} w_i = 1$. The value of $w_i$ can be set experimentally according to the requirements of specific applications.

The basic idea of the GSPS is as follows: First, each node constructs a set of super-peer candidates based on the gossip communication, in which a node exchanges information with its neighbors in order to select nodes with high capacity as super-peer candidates. After that, if the node is in the list of the super-peer candidates, the node adopts the role of a super-peer. Finally, each node executes corresponding operations, either joining a super-peer or recruiting a client node, according to their roles. A conditional two-hop search method is employed by super-peers to find and add client peers, which reduces the convergence time for building an overlay in a worst-case scenario. Herein, the worst case is that a super-peer manages some client peers and finds out that all of its neighbors have joined super-peers after it searches its neighbors. The worst case would increase the convergence time for building a super-peer overlay dramatically if only the one-hop search method would be used. In the case of a disaster (i.e., the failure of a super-peer), the client peers reconstruct their sets of super-peer candidates, select a new number of required super-peers, and then join these super-peers.

Simulations using PeerSim were conducted to evaluate the performance of the GSPS algorithm. The evaluation focused on three aspects: scalability, robustness to the failure of super-peers, and performance comparison with related protocol. The initial simulation topology was a random graph, in which all the nodes took the role of a client. This simulation setting provides a reliable way to verify the efficiency of the GSPS algorithm because the initial topology is farthest from the target super-peer overlay. The number of simulation rounds was used to measure the time needed to construct a super-peer overlay. An abstracted capacity of a node, denoted as the number of client nodes that can be managed by a node, was used to represent the capacity of a node.

The scalability of the GSPS was measured by increasing the overlay size from 1000 to 100000 nodes. Results show that the time for building the target
super-peer overlay increases only a little with respect to the increase in network size. In other words, the increase in the number of the nodes (in the overlay) has only a small impact on the convergence time of the GSPS and the GSPS achieves a good scalability.

The GSPS was compared with SG-1 in terms of the influence of super-peers’ maximum capacity on the convergence time of constructing a super-peer overlay. The results showed that as the super-peers’ maximum capacity increases, the GSPS takes a few more simulation rounds to converge to the target overlay, peaking at 8.5 rounds on average when the capacity is equal to 600. The SG-1 takes a little longer simulation time than the GSPS with the increase of the super-peers’ maximum capacity, peaking at 14 rounds when the capacity is equal to 600 on average. Further details on the comparison can be found in Paper III.

The robustness of the GSPS was evaluated as well. Three catastrophic scenarios used in the evaluation are as follows: (1) 10% of the super-peers are removed at simulation round six; (2) 20% of the super-peers are removed at round six; and (3) 30% of the super-peers are removed at round six. Results showed that even when the number of failed super-peers increases, it almost takes the same number of simulation rounds for the GSPS algorithm to reach the steady overlay state again.

Paper IV continues the work in Paper III and proposes the SPS algorithm with additional simulations for evaluating its performance. Firstly, the communication overhead of the SPS was compared with that of the SG-1 through simulation. Three types of communication overhead were evaluated: (1) the total number of probes per node for query on the load of neighbor super-peers, (2) the number of gossip messages per node for building super-peer candidates, and (3) the number of client peer transfers per node. Results showed that the proposed SPS algorithm is comparable to SG-1 in terms of the total communication overhead. Particularly, maintaining the set of super-peer candidates in the algorithm generates more communication overhead; nevertheless, it has a significant positive effect on reducing the number of client peer transfers.

Secondly, the scalability of the SPS algorithm is compared with that of the SG-1 in terms of convergence time of constructing a super-peer overlay. Simulation results show that the SPS algorithm achieves better scalability than the SG-1 when the number of nodes increases from 1000 to 10000.

Thirdly, the robustness of the SPS is compared with that of the SG-1 in case of the failure of super-peers. Results show that robustness of the SPS is comparable to the SG-1 in the face of super-peer failure when taking into account
both the convergence time and the impact of super-peer failure on client peers. Particularly, the number of client peers that have joined a super-peer in the SPS decreases sharply compared to a slight decrease in the SG-1. This means that the failure of super-peers causes more client peers losing super-peers. However, a smaller number of simulation rounds is needed to restore stable state in the SPS algorithm than in the SG-1. This means that the SPS algorithm restores the overlay faster than that of the SG-1.

3.3 Distributed resource discovery architecture based on a P2P overlay for Machine-to-Machine service provision

The third research question of this thesis focuses on designing a distributed resource discovery for M2M service provision. Paper V contributes to this research area and provides an answer to the research question.

Paper V proposes a distributed resource directory architecture for M2M service provision, referred to as the DRD4M. It is not feasible to assume that heterogeneous devices involved in M2M service provision use the same communication protocol. Therefore, the DRD4M supports both HTTP and CoAP protocols to enable interoperability with heterogeneous devices (the constrained devices and the common Internet of things devices (e.g. a smartphone)) and resource access by constrained devices from disparate networks, including the Internet. A P2P overlay is introduced to connect resource peers and light resource peers to avoid a single point of failure and to achieve load balancing.

The architecture of the DRD4M is illustrated in Fig. 11. The DRD4M consists of a number of directory peers and light directory peers, which are connected via a P2P overlay. A directory peer handles the registrations of resource description and lookups of resource description for these constrained devices. Each directory peer consists of three layers. The first layer is a proxy component that handles CoAP and HTTP requests. The second layer consists of a resource registration component (RRC) and a resource lookup component (RLC) with caching. The RRC component is responsible for registering resource descriptions into the P2P overlay when getting parsed requests from the proxy. The RLC component with caching functionality takes care of resource queries and processes lookup results returned by the P2P overlay protocol (if needed). The bottom layer runs a P2P protocol to connect to other directory peers, and provides basic resource storage and resource lookup from the overlay. A light directory peer only runs the P2P protocol to store and lookup resources from the overlay,
but does not handle requests from clients (i.e. not parsing HTTP and CoAP requests). The reason is that while some mobile devices can participate in the overlay as light directory peers to store resources and forward lookup requests (Ou et al. 2009), they cannot act as both HTTP and CoAP servers.

The RLC employs a caching mechanism to reduce the response times and communication overhead of resource lookups. Specifically, if the RLC receives a query including filters, the RLC first looks up cached results (stored in the overlay) to find queried resources. If a matching response can be found in the cache, the RLC returns the cached results. Otherwise, the RLC looks up the resources from the overlay and then caches the response with a probability. If some resources are queried more frequently, these resources are assigned a higher probability to be cached into the overlay.

A functional real-world prototype of the DRD4M was implemented and its feasibility was verified with a real-world demo. In the demo, the DRD4M enables a smartphone to access resources provided by an embedded wireless sensor deployed on 6LoWPAN (IPv6 over Low power Wireless Personal Area Networks).

Fig. 11. Architecture of the DRD4M in Paper V. 2013 IEEE conference on Wireless and mobile computing, networking and communication, workshop on Internet of Things Communications and Technologies. Reprinted with permission.
The constrained sensor uses Atmel 1284P microcontroller-based embedded devices with 16 KB of RAM (Leppanen et al. 2012), which communicates using CoAP over 6LoWPAN. Samsung Galaxy SIII is used as a general Internet device for querying resources provided by the wireless sensor by sending HTTP messages over a Wi-Fi network. A preliminary evaluation of the response time on looking up resources based on the prototype was conducted. Evaluation results indicate that the caching functionality can dramatically reduce the response time (from 62.17 ms to 17.49 ms) on a resource lookup query without containing resource path information. The caching functionality reduces the response time on a resource lookup query that includes resource path information only a little bit. This result can be used as a guidance to improve the caching functionality. Further details about this evaluation can be found in Paper V.

### 3.4 Discussion and future work

Cloud computing targets at providing infrastructure, platform and software as a service to end users. Thus, clouds host many heterogeneous resources to serve the customers. The SCSP coordination framework presented in Paper I could also be applied (with modification) to coordinate the hosted different resources in the clouds, to improve their resource utilization and provide better quality of service (e.g. short response time) to end users. The SCSP framework considers only those peers that are independent from each other as the service entities (service peers). Many studies have focused on composing existing services to reduce deployment cost and increase revenue (Komorita et al. 2012). Coordinating the provision of composed services requires investigation on the interdependencies and transaction property of individual services.

More and more powerful mobile devices actively participate in service provision. For example, a mobile device can participate in mobile computing or mobile cloud computing as a client peer. However, it is very challenging to build a super-overlay for a mobile cloud that supports multiple access networks (3G, LTE (Long Term Evolution), Bluetooth and Wi-Fi) and provides a timing sensitive service such as mobile streaming (Lee et al. 2013). The overlay construction algorithm published in Papers III and IV is limited to the setting where nodes or peers are not resource-constrained and nodes have usually fixed network connection. Thus, the proposed overlay construction algorithm is not directly applicable to mobile cloud-based services. For example, in a multi-access network environment, the selection of the connections between peers is an
important issue for investigation. It is not feasible to maintain a link for seamless transmission between mobile devices in a wireless P2P network due to users’ mobility. A mobile P2P overlay construction needs to take into account the network connectivity status of neighboring devices, the status of multi-access networks (e.g., Bluetooth, Wi-Fi, and 3G) in order to generate less traffic and deliver services with acceptable response times. Further, the criteria on super-peer selection should take into account relevant factors, for example, the battery power level of devices.

The P2P-based distributed resource discovery architecture for constrained devices (DRD4M) proposed in Paper V provides a fundamental building block for M2M service provision. The DRD4M is implemented with a DHT-based P2P overlay, which suffers from heavy maintenance cost, especially when peers join or leave the overlay frequently. In addition, the DHT-based P2P overlay is efficient in handling simple service queries but cannot resolve multi-dimensional queries. Thus, further research is needed to achieve scalability with multi-dimensional queries, which is an important performance requirement in large-scale M2M service provision. A super-peer overlay can be introduced to reduce the response time of a resource query. Specifically, if a query contains a filter, e.g., an endpoint name, the super-peer can first process the filter to decide whether it should handle the query or forward the query to another super-peer. The current implementation of the DRD4M supports two different communication protocols, CoAP and HTTP, to achieve interoperability with heterogeneous devices, for example smartphone and wireless sensors. However, many pervasive applications also use RFID (Radio Frequency Identification) or NFC (Near field communication) communication technologies. Supporting devices using RFID and NFC to register and lookup of resource descriptions is another area of future work that would allow integrating additional heterogeneous devices into M2M service provision.
4 Conclusions

The foundation of P2P networking was laid over four decades ago with the birth of the predecessor of the Internet, the ARPANET. The term P2P has been widely used for over ten years, symbolized by the emergence of popular P2P applications such as Napster, BitTorrent, and Skype. Although P2P applications (especially file sharing applications) generate a large proportion of Internet traffic (Moya 2009) (Piatek et al. 2009) (Mondal et al. 2012), many studies have demonstrated that P2P traffic can be decreased by using ISP-friendly P2P designs (Mondal et al. 2012). Moreover, applying P2P technologies in the emerging domains, such as cloud computing, Internet of Thing, and M2M communication, pours new vigor into P2P-based service provision.

This thesis investigated three aspects of super-peer-based service provision. Firstly, a super-peer-based coordinated service provision framework (SCSP) was proposed to satisfy dynamic service demands in large-scale computing applications, e.g. cloud computing, grid services. The SCSP framework employs a labor-market model and a recruiting protocol to coordinate service groups and enable resource sharing to achieve short service response time and high resource efficiency. The performance of the SCSP was evaluated in terms of scalability, robustness, and service response time. The SCSP achieved shorter response times and a comparable resource efficiency when compared with existing work (Chen et al. 2008). In addition, the SCSP achieved good scalability and robustness in a network with 2000 peers. The SCSP could be modified for coordinating the hosted resources of a cloud to reduce response time and to improve resources utilization. The SCSP could also be utilized for resource management in applications that have computationally intensive and dynamically fluctuating service demands, such as bioinformatics analysis and distributed collaborative adaptive sensing systems.

This thesis proposes a GSPS algorithm for constructing a super-peer overlay on a given overlay. The GSPS introduces a super-peer candidate-based method for selecting super-peers and a conditional two-hop search method to reduce the time needed to build a super-peers overlay. The performance of the GSPS was compared with the SG-1 in terms of the convergence time, communication overhead, scalability, and robustness. The comparison showed that the GSPS converges faster with a comparable performance in robustness and communication traffic. The super-peer selection algorithm could be enhanced for mobile environment to build a mobile P2P overlay for mobile service provision.
Network connectivity status and selection of multi-access networks should be taken into account.

Finally, this thesis proposes the DRD4M, a distributed resource discovery architecture utilizing a P2P overlay to address the challenge of discovering resources provided by a large number of heterogeneous devices in the M2M service provision. The DRD4M supports constrained devices with the CoAP and HTTP protocols. A real-world prototype of the DRD4M was implemented to verify the feasibility of the proposed architecture. A preliminary evaluation of the response time of resource lookup was conducted using the prototype. The results showed that the caching functionality dramatically reduces the time on looking up resource descriptions for constrained devices. The current design supports only simple one-dimensional queries. Thus, adding support for multi-dimensional queries is an important feature extension. In addition, adding support for devices using RFID and NFC to register and lookup of resource descriptions would allow integrating other heterogeneous devices into M2M service provision.
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