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Abstract

The thesis concentrates on evaluating and improving performances of various multiple-input multiple-output (MIMO) relaying scenarios that are particularly relevant to future wireless systems. A greater emphasis is placed on important practical situations, considering relay deployments, availability of channel state information (CSI), limitations of spectrum, and information secrecy.

Initially, the performance of a non-coherent amplify-and-forward (AF) MIMO relaying is analyzed when the relay is deployed with the relay-to-destination channel having a line-of-sight (LoS) path. The main attention is given to analyzing the performance of orthogonal space-time block coded based non-coherent AF MIMO system. Exact expressions of statistical parameters and performance metrics are derived considering the instantaneous signal-to-noise ratio (SNR) received at the destination. These performance metrics reveal that a strong LoS component in relay-destination channel always limits the performance promised by MIMO scattering environment when both nodes have multiple antennas.

The thesis also considers scenarios in MIMO two-way relaying (TWR) with physical layer network coding (PNC) mapping at the relay. PNC mapping becomes complex with multiple streams being combined at the relay node. Joint precoder-decoder schemes are considered to ease this, and various studies are carried out depending on the CSI. The zero-forcing criterion is used at the nodes when perfect CSI is available. For the imperfect CSI scenario, a robust joint precoder-decoder design is considered. The precoder and decoder matrices are obtained by solving optimization problems, which are formulated to maximize sum-rate and minimize weighted mean square error (WMSE) under transmit power constraints on the nodes.

Next, a precoder-decoder scheme for MIMO underlay device-to-device (D2D) communication system is investigated by considering two D2D modes; PNC based D2D and direct D2D. The joint design is based on minimizing mean square error (MSE) which is useful to mitigate interference, and to improve the performance of both D2D and cellular communications. Distributed and centralized algorithms are proposed considering bi-directional communication in both D2D and cellular communications. System performance is discussed with two transmit mode selection schemes as dynamic and static selection schemes. The results show that the PNC based D2D mode extends the coverage area of D2D communication.

Finally, secure beamforming schemes for the PNC based MIMO TWR systems are investigated when multiple eavesdroppers are attempting to intercept the user information. The CSI of the user-to-eavesdropper channels is imperfect at the users. The channel estimation errors are assumed with both ellipsoidal bound and Gaussian Markov uncertainty models. Robust optimization problems are formulated considering both scenarios to design beamforming vectors at the users and relay. Numerical results suggest that the proposed algorithms converge fast and provide higher security.

Keywords: cooperative relay, device-to-device communication, multiple-input multiple-output, physical layer network coding, physical layer security

Tiivistelmä

Tässä väitöskirjassa keskitytään arvioimaan ja parantamaan suorituskykyä useissa moniantennitoistinjärjestelmissä, jotka ovat ajankohtaisia tulevaisuuden langattomissa verkoissa. Erityisesti työssä analysoidaan tärkeitä käytännön tilanteita, sisältäen toistimien sijoittamisen, kanavatiedon saatavuuden, rajoitetun taajuuskaistan ja tiedon salauksen.


Asiakas: fyysisen kerroksen turvallisuus, fyysisen kerroksen verkkokoodaus, laitteesta-laitteeseen kommunikaatio, moniantennijärjestelmä, yhteistoinninnallinen toistin
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## Symbols and abbreviations

### Symbols and functions

- **$a$**: Relay gain constant in the AF MIMO system
- **$b$**: Relay power control constant in the AF MIMO system
- **$d$**: Normalized distance between the node 1 and relay in the TWR system
- **$d_{ij}$**: Normalized distance between $i$ and $j$
- **$d_v$**: Diversity order
- **$D_i$**: $i$th device in the D2D communication
- **$\text{diag}(\cdot)$**: Diagonal matrix, if $A = \text{diag}(a_1, \ldots, a_n)$, then $A$ is a diagonal matrix with entries $a_1, \ldots, a_n$ in the diagonal.
- **$e_b$**: Error vector at the BS
- **$e_i$**: Error vector at the $i$th node/device
- **$e_m$**: Error vector at the MS
- **$e_r$**: Error vector at the relay
- **$E_k$**: $k$th eavesdropper
- **$E_i$**: Estimation error of $H_i$ in the TWR system
- **$E_{ik}$**: Estimation error of $U_i$-to-$E_k$ channel ($H_{ik}$) in the secure TWR system
- **$F_b$**: Precoder matrix at the BS
- **$F_i$**: Precoder matrix at the $i$th node/device; $i = 1, 2$
- **$F_m$**: Precoder matrix at the MS
- **$F_r$**: Precoder matrix at the relay
- **$f(\cdot)$**: Probability density function
- **$F(\cdot)$**: Cumulative distribution function
- **$_0F_1(\cdot; \cdot)$**: Generalized hypergeometric function
- **$_1F_1(\cdot; \cdot)$**: Confluent hypergeometric function
- **$G_a$**: Array gain
- **$G$**: Constant gain matrix at the relay in the AF MIMO system/ Decoder matrix at the relay in the TWR system
- **$G_b$**: Decoder matrix at the at the BS
\( G_i \) Decoder matrix at the \( i \)th node/device

\( G_m \) Decoder matrix at the at the MS

\( G_r \) Decoder matrix at the at the RS

\( H_1 \) Source-to-relay channel in the AF MIMO system / Node 1-to-relay channel in the TWR system

\( H_2 \) Relay-destination channel in the AF MIMO system / Node 2-to-relay channel in the TWR system

\( H_{Sn} \) Source-to-relay \( n \) channel in the multi-relay AF MIMO system

\( H_{nD} \) Relay \( n \)-to-destination channel in the multi-relay AF MIMO system

\( H_{hi} \) Relay-to-node \( i \) channel with antenna correlation during BC stage of TWR system

\( H_{mi} \) Node \( i \)-to-relay channel with antenna correlation during MA stage of TWR system

\( H_{xy} \) MIMO channel between \( x \) and \( y \) in the D2D communication and secure TWR systems. \( x, y \) represent first letter of the name of node. e.g. BS-to-MS channel is \( H_{bm} \)

\( \hat{H} \) Estimated channel of \( H \)

\( \overline{H}_2 \) Specular (LoS) component of \( H_2 \)

\( \tilde{H}_2 \) Scattered component of \( H_2 \)

\( \overline{H}_{nD} \) LoS component of \( H_{nD} \)

\( \tilde{H}_{nD} \) Scattered component of \( H_{nD} \)

\( I_b \) Interference threshold for D2D communication

\( I_1 \) Interference threshold for BS-MS communication

\( I_{th} \) Interference threshold for general communication

\( K \) Rician factor

\( K \) Conditional covariance matrix over \( H_2 \)

\( K_n(\cdot) \) Modified Bessel function of the second kind and of order \( n \)

\( m_{ik} \) Unmodulated \( k \)th message at the \( i \)th node

\( m_{rk} \) Unmodulated \( k \)th message at the relay node

\( M_\gamma(\cdot) \) Moment generating function of \( \gamma \)

\( n_{rk} \) \( k \)th element of \( n_r \)

\( N \) Number of i.i.d. symbols in OSTBC encoding / Number of relay nodes in multi-relay AF MIMO system / Number of antennas at nodes in the TWR system
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_D$</td>
<td>Number of antennas at the destination in the AF MIMO system</td>
</tr>
<tr>
<td>$N_i$</td>
<td>Number of antennas of $i$th node</td>
</tr>
<tr>
<td>$N_k$</td>
<td>Number of antennas at the $k$th eavesdropper</td>
</tr>
<tr>
<td>$N_r$</td>
<td>Number of antennas at the relay</td>
</tr>
<tr>
<td>$N_R$</td>
<td>Number of antennas at the relay in the AF MIMO system</td>
</tr>
<tr>
<td>$N_S$</td>
<td>Number of antennas at the source in the AF MIMO system</td>
</tr>
<tr>
<td>$N_T$</td>
<td>Number of symbol periods used to send a OSTBC code word</td>
</tr>
<tr>
<td>$n^{*}_{opt}$</td>
<td>Optimal relay node</td>
</tr>
<tr>
<td>$n^{*}_{sub}$</td>
<td>Sub-optimal relay node</td>
</tr>
<tr>
<td>$n_b$</td>
<td>Noise vector at the BS</td>
</tr>
<tr>
<td>$n_D$</td>
<td>Noise vector at the destination in the optimal beamforming based AF MIMO system</td>
</tr>
<tr>
<td>$n_{ek}$</td>
<td>Noise vector at $k$th eavesdropper</td>
</tr>
<tr>
<td>$n_i$</td>
<td>Noise vector at the $i$th node/device/user during BC stage of the TWR system</td>
</tr>
<tr>
<td>$n_k$</td>
<td>Noise vector at the relay during $k$th symbol period in the OSTBC based AF MIMO system</td>
</tr>
<tr>
<td>$n_m$</td>
<td>Noise vector at the MS</td>
</tr>
<tr>
<td>$N_i$</td>
<td>Noise matrix at the $i$th node</td>
</tr>
<tr>
<td>$p$</td>
<td>Maximum number of antennas at the relay and destination in the AF MIMO system, i.e., $\max(N_R, N_D) = p$</td>
</tr>
<tr>
<td>$P_E$</td>
<td>Bit error rate for BPSK in the AF MIMO system</td>
</tr>
<tr>
<td>$p_{ik}$</td>
<td>$k$th diagonal element of $P_i$</td>
</tr>
<tr>
<td>$p_{rk}$</td>
<td>$k$th diagonal element of $P_r$</td>
</tr>
<tr>
<td>$P_{max}$</td>
<td>Maximum transmit power</td>
</tr>
<tr>
<td>$P_t$</td>
<td>Transmit power of training sequence at the relay</td>
</tr>
<tr>
<td>$P_T$</td>
<td>Total transmit power constraint</td>
</tr>
<tr>
<td>$P_X$</td>
<td>Transmit power constraint at the X, where X denote the name of the node. e.g. Transmit power constraint at the BS is $P_B$</td>
</tr>
<tr>
<td>$P_i$</td>
<td>Power matrix at the $i$th node in the ZF based TWR system</td>
</tr>
<tr>
<td>$P_r$</td>
<td>Power matrix at the relay node in the ZF based TWR system</td>
</tr>
<tr>
<td>$P_{out}(\cdot)$</td>
<td>Outage probability</td>
</tr>
<tr>
<td>$q$</td>
<td>Minimum number of antennas at the relay and destination in the AF MIMO system, i.e., $\min(N_R, N_D) = q$</td>
</tr>
</tbody>
</table>
\( r \)  
Received signal at the destination in the optimal beamforming based AF MIMO system

\( R \)  
Code rate of OSTBC transmission, i.e., number of symbols/number of symbol periods used

\( R_n \)  
Number of antennas at \( n \)th relay node

\( R_{\text{sum}} \)  
Sum-Rate of the TWR system

\( R_{ij}^k \)  
Rate from \( i \)th node to \( j \)th node for the \( k \)th stream.

\( \bar{R}_{ij}^k \)  
Rate from \( i \)th node to \( j \)th node for the \( k \)th stream when PNC mapped symbol is transmitted

\( r_k \)  
Received signal at the destination during \( k \)th symbol period in the OSTBC based AF MIMO system

\( \mathbf{R}_i \)  
Antenna correlation matrix of the \( i \)th node

\( \mathbf{R}_r \)  
Antenna correlation matrix of the relay node

\( s_i \)  
i\text{th} OSTBC symbol at the source in the AF MIMO system / transmitted symbol at \( i \)th user in the secure TWR

\( s_{ik} \)  
k\text{th} element of \( s_i \)

\( s_{rk} \)  
k\text{th} element of \( s_r \)

\( s_b \)  
Transmit symbol vector at the BS

\( s_i \)  
Transmitted symbol vector at the \( i \)th node/ device

\( s_r \)  
PNC mapped symbol vector at the relay

\( U_i \)  
User \( i \)

\( U(\cdot;\cdot;\cdot) \)  
Confluent hypergeometric function of the second kind

\( \mathbf{v}_{\text{max}} \)  
Eigenvector associated with \( \xi_{\text{max}} \) in the optimal beamforming based AF MIMO system

\( \mathbf{v}_i \)  
Receive beamforming vector at user \( i \) in the secure TWR system

\( \mathbf{v}_r \)  
Transmit beamforming vector at the relay in the secure TWR system

\( \mathbf{w}_{ek} \)  
Receive beamforming vector at the \( k \)th eavesdropper

\( \mathbf{w}_i \)  
Transmit beamforming vector at \( U_i \) in the secure TWR system

\( \mathbf{w}_k \)  
Noise vector at the destination during the \( k \)th symbol period in the OSTBC based AF MIMO system

\( \mathbf{w}_r \)  
Receive beamforming vector at the destination in the optimal beamforming based AF MIMO system / Receive beamforming vector at the relay in the secure TWR system

\( \mathbf{w}_t \)  
Transmit beamforming vector at the source in optimal beamform-
ing based AF MIMO system

\( \mathbf{W} \) Weight matrix in the TWR system

\( x \) Transmitted symbol by the source in the optimal beamforming based AF MIMO system

\( \mathbf{x}_k \) \( k \)-th column of \( \mathbf{X} \) in the OSTBC based AF MIMO system

\( \mathbf{X} \) Row orthogonal matrix in the OSTBC based AF MIMO system / A unitary matrix in the MIMO TWR system

\( \mathbf{X}_t \) Transmitted training sequence at the relay to estimate channels

\( y_{ek} \) Post-processed signal at \( E_k \) in MA stage

\( y_i \) Post-processed signal at the \( i \)-th user

\( y_r \) Post-processed signal at the relay in the secure TWR system

\( y_{rk} \) \( k \)-th element of \( \mathbf{y}_r \)

\( \hat{y}_{ek} \) Post-processed signal at the \( k \)-th eavesdropper in BC stage

\( \mathbf{y} \) Received signal vector

\( \mathbf{y}_b \) Post processed signal at the BS

\( \mathbf{y}_i \) Post processed signal vector at the \( i \)-th node/device

\( \mathbf{y}_m \) Post processed signal at the MS

\( \mathbf{y}_k \) Received signal at the relay during \( k \)-th symbol period in the OSTBC based AF MIMO system

\( \mathbf{y}_r \) Post-processed signal vector at the relay during in the TWR system

\( \mathbf{Y}_i \) Received signal matrix at \( i \)-th node

\( \alpha \) Path loss exponent

\( \beta_i \) Complex path amplitude of the \( i \)-th component

\( \beta_{ik} \) Parameter which controls the amount of uncertainty in \( U_i \)-to-\( E_k \) channel

\( \beta_{rk} \) Parameter which controls the amount of uncertainty in \( \text{relay-to-} E_k \) channel

\( \gamma \) Instantaneous SNR at the destination in the AF MIMO system

\( \gamma_k \) Instantaneous SNR of \( k \)-th symbol in the AF MIMO system / SNR threshold for \( k \)-th eavesdropper

\( \gamma_{th} \) SNR threshold

\( \gamma_n \) Received SNR at the destination through \( n \)-th relay node in the multi-relay AF MIMO system

\( \overline{\gamma} \) Average transmit SNR in the AF MIMO system
\( \Gamma(\cdot) \)  
Gamma function

\( \epsilon \)  
Small positive constant, i.e., \( \epsilon << 1 \)

\( \varepsilon_{ik} \)  
Error bound associated with \( E_{ik} \) in the ellipsoidal uncertainty model

\( \eta \)  
Weight of the LoS component \( \mathbf{H}_2 \)

\( \theta_{r,i} \)  
Angle of arrival for the \( i \)th dominant path

\( \theta_{t,i} \)  
Angle of departure for the \( i \)th dominant path

\( \lambda_0 \)  
Lagrange multiplier associated with total transmit power constraint

\( \lambda_i \)  
Eigenvalues of \( \frac{\sigma^2}{\tilde{\sigma}^2} \mathbf{H}_2 \mathbf{H}_2^H \) in the OSTBC based AF MIMO system

\( \lambda_{ik} \)  
Lagrange multiplier associated with inequalities; \( \lambda_{ik} \) associated with \( p_{ik} \)

\( \sigma \)  
Weight of the scattering component \( \mathbf{H}_2 \) in the AF MIMO system

\( \sigma_i^2 \)  
Variance of the noise at a receiver in the TWR system

\( \sigma_i^2 \)  
Variance of the elements of \( \mathbf{E}_i \)/ Variance of the elements of \( \mathbf{n}_i \) in the D2D system and secure TWR system

\( \sigma_{N_i}^2 \)  
Variance of the elements of \( \mathbf{N}_i \)

\( \sigma_x^2 \)  
Variance of the elements of \( \mathbf{n}_x \) in the D2D system, where \( x = b, m, r, 1, 2 \)

\( \xi_i \)  
Eigenvalues of \( \frac{\sigma^2}{\tilde{\sigma}^2} \mathbf{H}_2 \mathbf{H}_2^H \) in the optimal beamforming based AF MIMO system

\( \xi_{\text{max}} \)  
Maximum eigenvalue of \( \frac{\sigma^2}{\tilde{\sigma}^2} \mathbf{H}_2 \mathbf{H}_2^H \) in the optimal beamforming based AF MIMO system

\( \rho \)  
Total transmit power across all \( N_S \) antennas in the AF MIMO system / Normalized average transmit power of PNC mapped symbol at the relay

\( \rho_R \)  
Correlation coefficient parameter in matrix \( \mathbf{R}_r \)

\( \rho_{Si} \)  
Correlation coefficient parameter in matrix \( \mathbf{R}_i \)

Mathematical Operators

\( \mathbf{0} \)  
Vector of only zeros; size of the vector is implicit

\( \mathbf{0}_{N \times M} \)  
\( N \times M \) matrix of only zeros

\( \mathbf{I}_N \)  
\( N \times N \) identity matrix

\( \mathbf{1} \)  
Vector with all elements equal to 1; size of the vector is implicit
|\( |x| \)| Absolute value of the complex number \( x \)
|\( (x)^+ \)| Positive part of scalar \( x \), i.e., \( \max(0, x) \)
|\( |x| \)| Largest integer less than or equal to \( x \)
|\( ||x||_2 \)| \( \ell_2 \)-norm of complex vector \( x \)
|\( x \in S \)| \( x \) is a member of set \( S \)
|\( (x)_l \)| Pochhammer symbol which is given by \( (x)_l = \frac{\Gamma(x+l)}{\Gamma(x)} \)
|\( X^H \)| Hermitian of matrix \( X \)
|\( X^* \)| Conjugate of matrix \( X \)
|\( X^T \)| Transpose of matrix \( X \)
|\( X^{-1} \)| Inverse of matrix \( X \)
|\( X^\dagger \)| Pseudo-inverse of matrix \( X \)
|\( X \otimes Y \)| Kronecker product of two matrices \( X \) and \( Y \)
|\( \text{vec}(X) \)| The vector obtained by stacking the columns of \( X \)
|\( (X)_{i,j} \)| Element at the \( i \)th row and the \( j \)th column of matrix \( X \)
|\( ||X||_F \)| Frobenius norm of \( X \)
|\( \text{Tr}(X) \)| Trace of matrix \( X \)
|\( \det(X) \)| Determinant of matrix \( X \)
|\( \mathbb{C} \)| Set of complex numbers
|\( \mathbb{C}^n \)| Set of complex \( n \)-vectors
|\( \mathbb{C}^{m \times n} \)| Set of complex \( m \times n \) matrices
|\( \mathcal{CN}(x, y) \)| Circularly symmetric complex Gaussian random variable with mean \( x \) and variance \( y \)
|\( \mathcal{CN}(x, Y) \)| Circularly symmetric complex Gaussian vector distribution with mean \( x \) and covariance matrix \( Y \)
|\( \sim \)| Distributed according to
|\( \succeq \)| Denote generalized inequality: between vectors, it represents componentwise inequality; between symmetric matrices, it represents matrix inequality. \( X \succeq 0 \) denote the \( X \) is positive semidefinite.
|\( \mathcal{L}^{-1} \)| Inverse Laplace transformation
|\( \mathcal{E}\{\cdot\} \)| Expectation
|\( \Re(z) \)| Real part of \( z \)
|\( \log_2(\cdot) \)| Logarithm in base 2
|\( \ln(\cdot) \)| Natural logarithm
|\( \max(\cdot) \)| Maximum
|\( \min(\cdot) \)| Minimum
\begin{align*}
\text{Pr}(\cdot) & \quad \text{Probability of the event} \\
 x \oplus y & \quad \text{XOR operation of } x \text{ and } y
\end{align*}

\textbf{Acronyms}

\begin{tabular}{ll}
3GPP & Third Generation Partnership Project \\
ABER & Average bit error rate \\
AF & Amplify-and-forward \\
AMSE & Average MSE \\
AoF & Amount of fading \\
BER & Bit error rate \\
BC & Broadcasting \\
BPSK & Binary phase shift keying \\
BS & Base station \\
CCI & Co-channel interference \\
CSI & Channel state information \\
c.d.f. & Cumulative distribution function \\
D2D & Device-to-device \\
GMU & Gaussian Markov uncertainty \\
i.i.d. & independent and identically distributed \\
KKT & Karush-Kuhn-Tucker \\
LMI & Linear matrix inequality \\
LoS & Line of sight \\
LTE & Long Term Evolution \\
M2M & Machine-to-machine \\
MA & Multiple access \\
MIMO & Multiple input multiple output \\
MISO & Multiple-input-single-output \\
ML & Maximum likelihood \\
MMSE & Minimum mean square error \\
MRC & Maximum ratio combining \\
MS & Mobile station \\
MSE & Mean square error \\
m.g.f. & Moment generating function \\
non-i.i.d. & independent and non-identically distributed
\end{tabular}
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSTBC</td>
<td>Orthogonal space time block coding</td>
</tr>
<tr>
<td>PNC</td>
<td>Physical layer network coding</td>
</tr>
<tr>
<td>PNCF</td>
<td>Finite-set PNC</td>
</tr>
<tr>
<td>PNCI</td>
<td>Infinite-set PNC</td>
</tr>
<tr>
<td>p.d.f.</td>
<td>Probability density function</td>
</tr>
<tr>
<td>QCQP</td>
<td>Quadratic constrained quadratic programming</td>
</tr>
<tr>
<td>QMP</td>
<td>Quadrature matrix programming</td>
</tr>
<tr>
<td>QPSK</td>
<td>Quadrature phase shift keying</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of service</td>
</tr>
<tr>
<td>RS</td>
<td>Relay station</td>
</tr>
<tr>
<td>SER</td>
<td>Symbol error rate</td>
</tr>
<tr>
<td>SINR</td>
<td>Signal-to-interference-plus-noise ratio</td>
</tr>
<tr>
<td>SIMO</td>
<td>Single-input-multiple-output</td>
</tr>
<tr>
<td>SISO</td>
<td>Single-input-single-output</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to noise ratio</td>
</tr>
<tr>
<td>SVD</td>
<td>Singular value decomposition</td>
</tr>
<tr>
<td>TDD</td>
<td>Time division duplex</td>
</tr>
<tr>
<td>TNC</td>
<td>Traditional network coding</td>
</tr>
<tr>
<td>TWR</td>
<td>Two way relaying</td>
</tr>
<tr>
<td>WMSE</td>
<td>Weighted MSE</td>
</tr>
<tr>
<td>ZF</td>
<td>Zero forcing</td>
</tr>
</tbody>
</table>
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1 Introduction

Numerous modern technological applications are now substantially reliant on wireless communication systems which will soon become a commodity similar to the electricity. The application scenarios require various advances in wireless systems such as higher data rates, larger coverage areas, more reliable communication, smaller latency, and less complex designs with lower power and processing requirements. In particular for mobile technology, it is predicted that the number of mobile devices will exceed the world population over the next few years [1]. This is already one of the primary contributors of global wireless traffic growth. Traffic will further increase as future mobile devices will possess more sophisticated features compared to early generation devices. These challenges are tackled, e.g., by reducing cell size, which allows reusing the limited frequency spectrum in a more efficient manner. The ultimate goal of this is to bring the wireless devices as close as possible to infrastructure.

Interestingly, multiple-input multiple-output (MIMO) relaying [2–4] has also been identified as a candidate for meeting such challenges. MIMO systems provide higher spectral efficiency and improve the reliability of the communication [5]. Thus, they have distinct advantages over the single-input single-output (SISO) [6] case and provide higher spectral efficiency even in the presence of multipath fading channels [7, 8]. Cooperative relaying on the other hand provides broader coverage and reliable data transmission [9–14]. Furthermore, the relaying of information through several hops reduces the need to use large power at the transmitter, which in turn produces a lower level of interference to other nodes. Recently, relay has been considered in the standardization process in Long Term Evolution-Advanced (LTE-A) by the Third Generation Partnership Project (3GPP) for LTE and IEEE 802.16m by the IEEE for WiMAX [15–17]. Both these relay standards used only fundamental relaying functionalities. We see that the MIMO relaying can be valuable in future standardization process as it provides gains of both MIMO and relaying techniques. However, despite the importance of MIMO relaying, detailed investigations on such cases still remain limited.

This dissertation seeks to analyze different scenarios of MIMO relaying that
are particularly relevant to next generation wireless systems. For example, consideration of relay deployment procedures, availability of channel state information (CSI) at nodes, spectrum reusing techniques, and improving information secrecy still require detailed research. Prior to an in-depth discussion of MIMO relaying scenarios, it is important to review previous studies to gain more insight on various techniques associated with those.

1.1 Literature review

The relevant state of the art which is associated with the scope of the thesis is presented in this section. The MIMO dual-hop relaying schemes are described in Section 1.1.1, where the related work on relaying protocols and fading scenarios are discussed. In Section 1.1.2, two-way relaying (TWR) schemes literature is presented. The device-to-device (D2D) communication work is summarized in Section 1.1.3. Finally, the physical layer security related studies are presented in Section 1.1.4. These provide background for the detailed analysis considered in chapter 2-5.

1.1.1 MIMO dual-hop relaying

During the last decade, several relaying protocols have been proposed in the literature. Among them, MIMO relaying is mainly based on relaying protocols such as amplify-and-forward (AF) and decode-and-forward (DF). In the AF protocol, the relay node forwards an amplified version of the received signal to the destination node, and provides significant gains while using less complex processing. On the other hand, the DF protocol based relay node decodes the received signal, re-encodes and modulates, and forwards to the destination. Several researchers have shown that the AF protocol can be implemented in practice [18–20]. In [19], Murphy et. al. implemented an AF relaying system and compared it to direct transmission. The performance evaluation showed a clear advantage of using AF relays, revealing a significant bit error rate (BER) improvement under realistic wireless conditions. Both the AF and DF systems were investigated by Zetterberg et. al. in [20], and compared in terms of implementation loss and the complexity. They show that the AF protocol is less complex and has lower implementation loss (i.e., performance is very similar to the theoretical studies).
These findings further support the idea that an AF relaying protocol requires less complicated processing.

Previous studies on AF MIMO relaying largely assume that the instantaneous CSI is available at the relay terminals [21–24]. An extra signal processing requirement at the relay node is the most significant drawback of this technique. This is contradictory to the objective of using AF MIMO relaying as a less complex relaying protocol. The authors in [25–34] discuss systems with an alternative approach, which employ a fixed gain at the relay. This technique is often referred to as non-coherent or fixed-gain AF relaying.

A number of papers have analyzed the asymptotic network capacity and fundamental information-theoretic performance limits of non-coherent AF MIMO relaying, such as [25–28]. Most of these studies were carried out using the tools of asymptotic random-matrix theory. In [25], Bölcskei et. al. discussed both coherent and non-coherent AF MIMO systems to investigate the asymptotic capacity in large relay networks. Another study on a large scale multi-level AF relay network has been carried out in [26]. A more realistic scenario of AF relaying with multi-user interference was discussed in [27], and the authors found expressions for ergodic capacity and derived some bounds. Recent studies in [35–41] have investigated the analytical performance of AF MIMO dual-hop systems with the use of finite-dimensional random matrix theory. Jin et. al. [35], analytically characterized the ergodic capacity of non-coherent AF MIMO dual-hop systems. Other studies were mainly based on the techniques such as orthogonal space-time block coding (OSTBC) and optimal beamforming.

OSTBC used in MIMO provides the same diversity order as maximal-ratio receiver combining (MRC) as analyzed in the references [42–44]. In the context of OSTBC based MIMO relaying, the authors in [37] considered the diversity order of the system. They considered both source-destination and relayed links. In the absence of a direct link between source and destination, OSTBC MIMO relaying in dual-hop setting was investigated to improve end-to-end link performance through spatial diversity gain in the references [36, 45, 46]. Specifically, Dharmawansa et. al. in [36] discussed analytical performance measures with non-coherent AF MIMO relaying in Rayleigh fading channels.

Performance analysis of AF MIMO beamforming systems was carried out in [38–40]. Beamforming at nodes allows the channel fading effects to be mitigated by exploiting CSI. The authors in [38] studied such a system with antenna corre-
lation in terms of outage probability and symbol error rates (SER). AF MIMO beamforming over Nakagami-m fading channels was analyzed in [39]. Furthermore, the authors in [40] considered the outage probability of such AF MIMO dual-hop system with optimal beamforming. Most of these studies assumed the availability of CSI at the source and relay node. Also, these were carried out using a single antenna at the relay node. A non-coherent AF MIMO dual-hop system with optimal beamforming was discussed in [41], where the beamforming vectors were computed at the destination, and transmit beamforming vector was sent back to the transmitter via a feedback link. Optimal single stream beamforming vectors were obtained to maximize the received signal-to-noise ratio (SNR) at the destination.

The majority of aforementioned investigations were limited to Rayleigh fading scenarios, and which is usually not practical in actual relay deployments. In a more realistic relay environment, it is more appropriate to consider a situation where the relay is selected such that the relay to the destination channel has a line of sight (LoS) path [47, 48]. In these cases, symmetric channels are not available for the dual-hop relaying. This in turn makes the second hop channel likely to experience Rician fading due to the dominant LoS component. Even though the Rician fading channel is one of the relevant and general fading conditions in wireless systems, most of the research have been carried out over Rayleigh fading. Thus those result in only a limited evaluation of the wireless system conditions. To circumvent the analytical complexity associated with Rician fading, the Nakagami approximation has been widely used in the literature, however, it does not yield good accuracy at the tails of the probability density function (p.d.f.) as shown in [49, 50]. In particular, the error events and outages mainly occur during deep fades and these have a strong relation with the tail of the p.d.f. Therefore, it is necessary to develop exact expressions to understand the interplay among system parameters. Some analytical performance results were derived in [47] over this particular Rayleigh-Rician channels with non-coherent AF with each node having a single antenna. Several studies on Rayleigh-Rician channel with non-coherent AF MIMO relaying have been considered in the author’s contributions [51–56].
1.1.2 Two-way relaying

Relaying schemes have a disadvantage of capacity loss due to half-duplex transmission. As an example, the dual-hop traditional relay schemes consume four time slots for bi-directional communication. Many studies focused on this weakness, and new methods were proposed to overcome the problem [57–60]. In [57], Munoz et. al. considered a system where the base station (BS) transmits to \( K \) relays during \( K \) time slots, and the relays in turn transmit to users during the \( K + 1 \)th slot. This is a reduction of \( K - 1 \) time slots compared to traditional relaying. The uplink communication on this system was analyzed in [58]. Larsson et. al. in [59] considered bi-directional communication of two users with network coding, where two users transmit to a relay over orthogonal channels and the relay computes XOR of transmitted messages. The next slot was used to transmit the XOR message. With time division duplexing (TDD), this requires three time slots to complete bi-directional communication. The authors in [60, 61] proposed a TWR scheme which required only two time slots to exchange the information between two nodes as opposed to four in a traditional relaying scheme. In the TWR systems, the first time slot is referred to as the multiple access (MA) stage, where both source nodes transmit to the relay at the same time. The second time slot is referred to as the broadcasting (BC) stage, where the relay broadcasts the linearly combined message.

Physical layer network coding

A more attractive TWR scheme, physical layer network coding (PNC), was introduced independently by Zhang et. al. in [62] and Popovski and Yomo in [63]. This was proposed as a method that uses interference to benefit the users, and it was found that PNC resulted in rate improvements of wireless relay systems [63]. Both [62, 63] consider PNC TWR schemes with two timeslots, where source nodes transmit symbols during the MA stage, and the relay maps the received signal to the XOR of the transmitted data. During the BC stage, the modulated symbol of the XOR data is transmitted to the source nodes. The source node carries out XOR operation to recover the desired information. Many other research studies on PNC were based on [62, 63], where PNC mapping was discussed without being limited only to XOR mapping [64–70]. Zhang et. al. in
[64] classified the PNC mapping into two categories, finite-set PNC (PNCF) and infinite-set PNC (PNCI). Nazer and Gastpar in [65] investigated a nested lattice codes based TWR scheme and referred to it as the compute-and-forward scheme. In [66], Nam et. al. showed that with the use of lattice codes, the TWR scheme can achieve rates near cut-set bounds of the TWR channel. Many other studies on PNC with channel coding, synchronization, modulation schemes, and information theoretic framework were summarized in the references [71, 72].

The PNC based MIMO TWR systems were considered in some recent research works [73–79]. Eventhough having multiple antennas at nodes provides higher spectral efficiency, MIMO PNC mapping becomes complex with the number of multiple streams combined at the relay node. Some studies have been carried out on MIMO PNC, and they have suggested possible methods of PNC mapping at the relay. A pre-equalizer before transmission was proposed in [73] to facilitate the XOR operations at the relay. In [74, 75], the authors adopted zero-forcing (ZF) criteria to simplify the PNC at the relay by treating streams independently. Koike-Akino [76] investigated various precoding schemes with availability of CSI at the source nodes. He used maximum likelihood (ML) estimation at the relay to estimate transmitted symbol vectors. Furthermore, other studies in the references [77–79] also suggested that precoder schemes were necessary to reduce the complexity of the PNC mapping at the relay node. In [80], the author of the thesis studied a power allocation scheme with ZF precoders/decoders at source nodes to reduce the complexity of PNC operation and maximize the sum-rate of the system. Further a joint precoder-decoder scheme was proposed for PNC based MIMO system in [81], where the the authors optimized precoding and decoding matrices to have independent streams at the relay node. Yang et. al. [77] studied an eigen-direction alignment precoding scheme for PNC based MIMO TWR, where the authors optimized power matrices by maximizing weighted sum-rate. Many other schemes have also focused on simplifying PNC mapping by using precoders at the transmitter sides [78, 79].

**Joint precoder-decoder design**

The joint precoder-decoder design was first used in point-to-point MIMO systems [82, 83] as an effective way to utilize CSI to improve performance. In particular, this can be used to reduce inter-data-stream interference by having
signal processing capability at both transmitters and receiver. Previous studies of joint precoder-decoder design in MIMO relaying often assumed AF relaying [84–89], and the authors achieved higher capacities and decoding performance. The focus was mainly on minimizing mean square error (MSE) and maximizing the sum-rate. Guan and Luo in [84] considered an AF MIMO system with a precoder at the relay and a decoder at the destination, where they minimized MSE to find optimal solutions. A MIMO TWR system was analyzed in [87]. Furthermore, in [86], Xu and Hua considered a similar AF MIMO TWR system to maximize the sum-rate. In the context of PNC based MIMO TWR, the authors’ of the thesis considered joint precoder-decoder designs to minimize MSE at the relay and source nodes [81, 90, 91].

In most of these MIMO TWR related studies, CSI was assumed to be known perfectly at all nodes [85–87]. However, in general, channel estimation has errors, and affects system performance significantly. Several studies were carried out by considering various models of imperfect CSI, and their impact on the performance of wireless systems. The authors in [88, 92] used a training sequence to estimate the channel. In [88, 93, 94], robust joint designs for AF MIMO relaying were discussed because the CSI estimation process was not perfect. For MIMO TWR, the authors in [89] studied the impact of imperfect CSI on the system performance. Their work was limited to a single antenna with expressions for BER of binary phase shift keying (BPSK) scheme. Another imperfect CSI model was discussed in [95–97] for a scenario where the channel parameters were estimated at the receiver and fed to the transmitter and relay node. This can cause feedback delays, and the main concern is the difference between the actual CSI and the outdated CSI.

1.1.3 Device-to-device communication

The ongoing 3GPP LTE specification [98] has identified D2D communication as a potential technique to improve spectral efficiency, enhance end-user experience and improve energy efficiency. This can be directly applied to short-range communication scenarios. With the higher number of mobile devices that we expect in the future, there is a strong possibility they will be located nearby and hence engage in communication with each other. In the context of machine-to-machine communication (M2M), machines are normally associated with a large number
of autonomous devices. These devices also require direct communication without human intervention. The authors in [99, 100] considered spectrum reuse within a cell for D2D communication. In particular, Doppler et. al. [100] considered D2D communication as an underlay to an LTE-advanced cellular network. They illustrated a mechanism to control interference from D2D communication to the cellular network. This is a spectrally efficient method of communication similar to the cognitive radio related studies in [101–103].

Many other references [104–111] also considered D2D communication in an underlay situation. Most of the previous studies on D2D considered direct D2D mode and discussed the advantages over the cellular communication mode [100, 104, 105, 107, 108]. In [100, 104], the authors showed that the direct D2D mode can be used to obtain higher bit rates, lower latency, and reduced power consumption. These gains can be realized as in [106], where the authors formulated a joint mode selection, scheduling, and power control task as an optimization problem assuming the availability of a central entity. They also proposed a distributed sub-optimal joint mode selection and resource allocation scheme. In [107], Zulhasnine et. al. formulated a resource allocation problem for D2D communications as a mixed integer non-linear programming in the LTE architecture. The authors in [108] also discussed resource allocation schemes to optimize throughput over shared resources. An underlay D2D system with network coding was proposed in [105], and the authors employed network coding to achieve high diversity order. There, the devices used orthogonal channels for transmission. Furthermore, a performance analysis of a D2D system was carried out in [109] and the results suggested that D2D performance was dependent on the mode selection algorithms and the distance between devices. Direct D2D communication in a LTE-advanced cellular networks was discussed in [110]. Device discovery based on distributed approach was investigated in [111]. Further studies on D2D communication are listed in the reference [112].

When D2D communication coexists with the cellular network, the D2D transmit powers need to be constrained to allow reliable cellular communication. Therefore, the D2D communication is only possible, when the devices are located near each other. However, a relay placed in between D2D pair can extend the coverage area with less transmit power. This facilitates longer distance communication through D2D mode. Such studies of D2D with MIMO relaying are limited in the literature. The authors’ contributions in [113, 114] focused on
underlay MIMO relaying based D2D communication scenario.

1.1.4 Physical layer security

The fundamental concept of physical layer security is to use the physical layer characteristics to provide secure communication by preventing the eavesdroppers intercepting the information. This idea was first introduced by Wyner [115] in the mid 70’s, where he introduced the wire-tap channel, and showed that legitimate users exchanged perfectly secure information at a non-zero rate in the presence of an eavesdropper. The maximum achievable perfectly secure message rate was referred to as secrecy capacity. In general, the user channel condition should be better than user-eavesdropper channel to have non-zero secrecy rate. Some recent research studies were carried out to enable this by proposing multiple antennas or generating artificial noise [116–118] at the users, so that the received signal at the eavesdropper was not decodable. Cooperative relays to assist legitimate users were also proposed to improve the secrecy rates. The authors in [119–121] considered various cooperative relay networks in unsecure environments. In [119], AF relaying was used. Many other relaying protocols were considered in [120], where different scenarios were investigated to maximize the achievable secrecy rate subject to a transmit power constraint, and minimize the total transmit power subject to a secrecy rate constraint. Moreover, the authors in [121] studied bi-directional communication options with eavesdroppers and proposed a secrecy transmission protocol.

The optimization techniques were also used to further enhance physical layer security. The authors in [122] considered multiple users communicating with a common receiver in the presence of an eavesdropper. They provided an optimal transmit power allocation policy to maximize the secrecy sum-rate. Quality-of-service (QoS) oriented optimal secure beamforming schemes were considered in [123] for one-way transmission. Many studies were based on the knowledge of the eavesdropper’s information at the transmitter side. In particular, the CSI of an eavesdropper’s channel should be available at the legitimate users to provide secrecy of the transmission. Since the legitimate users do not receive any feedback from eavesdropping nodes, in many situations the CSI available at the legitimate users is imperfect. Recent studies [124–129] focused on this issue, and robust transmission schemes were proposed in such imperfect CSI
scenarios. Secrecy-rate maximization in the presence of multiple eavesdroppers with imperfect CSI was considered in [124]. Sabrian et. al. [125] proposed robust beamforming schemes for multiple-input single-output (MISO) channels. Mukherjee and Lee [126] formulated a MIMO beamforming scheme with imperfect CSI at the transmitter. They minimized signal-to-interference-plus-noise ratio (SINR) at the eavesdropper considering a SINR target at the destination node. In the context of MIMO relaying, robust beamforming designs to provide physical layer security were studied in [127–129]. The focus of Wang et. al. in [127] was beamforming at the relay to maximize the secrecy rate. The author in this thesis in [128, 129] focused on PNC at the relay node. Since both users transmit during the MA stage, a given eavesdropper experiences interference. Additionally, the relay transmits mapped XOR symbol during the BC stage, which is an encrypted symbol to the eavesdropper unless it already knows one symbol. This provides added security for the TWR scheme.

1.2 Aims, contributions and outline of the thesis

The aim of this thesis is to investigate certain MIMO relaying scenarios, which are important in various applications of future wireless communication systems. Specifically, a greater emphasis is placed on those that are shown in Fig.1.1. The tools of random matrix theory and optimization theory are applied to analyze and enhance the performance of these cases.

First, the thesis focuses on a scenario where source-destination communication is assisted by a relay node, which has a LoS path to the destination. As explained in Section 1.1.1, practical relay deployments have dual-hop asymmetric fading scenarios in the MIMO relaying. Next, the thesis considers TWR to support the cell edge users who are experiencing low performance. User-to-user communication or user-to-base station communication can be facilitated by MIMO TWR communication. The PNC based MIMO TWR is used since that provides higher spectral efficiency. In particular, joint precoder-decoder schemes are proposed depending on the availability of perfect or imperfect CSI. As shown in Fig.1.1, the thesis also considers a relaying scheme to assist underlay D2D communication, where D2D TWR communication coexists with cellular communication. Finally, physical layer security of TWR communication is considered in the thesis. The TWR communication is established with the use of a
trusted relay in the presence of eavesdroppers. In the following, the outline of this thesis, is provided giving the main contributions contained in each chapter.

Chapter 2, the results of which have been documented in [51–56], presents a detailed analysis on non-coherent AF dual-hop MIMO relaying over asymmetric fading channels. The source-to-relay and relay-to-destination channels are considered to undergo Rayleigh and Rician fading, respectively. The analysis in the Chapter 2 is mainly focused on the OSTBC based AF MIMO relaying scenario. Due to the mathematical complexity associated with the Rician fading, it is very rarely discussed in the literature. Finite-dimensional random matrix theory is used to derive statistical parameters and performance metrics of instantaneous SNR at the destination. Several cases of Rician fading are considered depending on the rank of the LoS component of the Rician channel. Later in the chapter, the important results of optimal single stream beamforming based non-coherent
AF MIMO relaying and other AF MIMO relaying scenarios are summarized.

**Chapter 3**, the results of which have been presented in [80, 81, 90, 91, 130], proposes linear precoder-decoder schemes for PNC based MIMO TWR systems. The PNC mapping is complicated when multiple streams are combined at the relay node. This is simplified by a joint precoder-decoder design, which is also useful to enhance the overall performance of the system. Initially, the chapter considers a scenario where perfect CSI is available at the source nodes, and ZF criteria is utilized during both MA and BC stages. An optimal power allocation scheme is proposed using the Karush-Kuhn-Tucker (KKT) conditions. Next, a robust precoder-decoder design is proposed when CSI is imperfect at the source nodes. The design is based on minimizing the weighted mean square error (WMSE) of received signals. Both MA and BC stages are considered in the design. The WMSE based optimization problems become non-convex, and algorithms are presented to solve them optimally.

**Chapter 4**, the results of which have been documented in [113, 114], investigates joint precoder-decoder schemes for MIMO D2D communication underlaying cellular communication. First, a new D2D mode is introduced by adopting PNC based MIMO TWR. Joint precoder-decoder schemes based on minimizing MSE are investigated separately for bi-directional communication by adopting distributed and centralized approaches. Available transmit powers at the nodes are considered to be limited, and interference thresholds limits are used to minimize interference to other transmissions. In the distributed approach, the precoder-decoder scheme is proposed based on greedy optimization. In the centralized method, the joint design is formulated as a multicriterion optimization problem. Next, a joint precoder-decoder design is considered for the direct D2D communication. A similar distributed framework is used as in the PNC based D2D mode to solve the non-convex optimization problems. For a given distributed problem, the closed form expressions are derived for precoder-decoder matrices. Moreover, two mode selection schemes are proposed to select the best D2D mode. The selection schemes are numerically investigated to examine the possible coverage extensions by using the PNC based D2D communication.

**Chapter 5**, the results of which have been detailed in [128, 129], presents a secure beamforming design to prevent eavesdropping in MIMO TWR communication. The users communicate via trusted relay node which performs PNC, and multiple eavesdroppers are trying to intercept the user’s information. At
users and relay, the CSI of the user-to-eavesdropper and relay-to-eavesdropper channels is imperfect. Optimization problems are formulated to minimize MSE, and adopt SNR threshold policy to prevent possible eavesdropping. First, an ellipsoidal channel uncertainty model is considered for the user-to-eavesdropper channel, and robust beamforming solution is obtained with an iterative method. Next, the Gaussian Markov uncertainty (GMU) model is assumed for user-to-eavesdropper and relay-to-eavesdropper channels. Robust optimization problems are formulated and solved for both MA and BC stages. Algorithms are proposed at each stage to analyze the performance of the TWR communication and the SNR distribution at a given eavesdropper.

Chapter 6, concludes the thesis and provides some possible future directions based on this work.

1.3 The author’s contribution to the publications

The thesis is based, in parts, on five journal papers [51, 53, 90, 113, 128], and ten conference papers [52, 54–56, 80, 81, 91, 114, 129, 130]. All journal papers [51, 53, 90, 113, 128] have been already published. The conference papers [52, 54–56, 80, 81, 91, 114, 130] have been published, and [129] was submitted recently.

The author of this thesis had the main responsibility in conceiving the original ideas, derivation of the equations, developing the simulation software, generating the numerical results, and writing of the papers [51, 52, 80, 81, 90, 91, 113, 114, 128–130]. Other authors provided comments, criticism, and support during the process. For [53–56], the author of the thesis provided the ideas, comments, supported analysis, and the writing of the papers.

In addition to the papers above, the author has submitted one journal paper [131] that is not included in this thesis.
2 Analysis on dual-hop AF MIMO relaying over Rayleigh-Rician fading channels

This chapter investigates the scenarios of non-coherent AF MIMO relaying when the source-relay and relay-destination channels undergo Rayleigh and Rician fading respectively. This kind of asymmetric fading can be expected in the down-link of cellular communication when users are served by a relay node. Especially, when the relay is placed to assist indoor users, the base station-relay channel can be Rayleigh fading whereas relay-user channel undergoes Rician fading due to the dominant LoS path.

The main attention of this chapter is given to the scenario where space-time coding is used for a non-coherent AF dual-hop MIMO relaying. In particular, we employ OSTBC with a view to utilize simple (scalar) ML decoding at the destination [43, 132]. A pre-whitening filter is used at the destination to whiten the colored noise so that standard OSTBC decoding techniques can be applied, and it makes the statistical characterization of the instantaneous SNR more challenging. This issue is addressed with the tools of finite-dimensional random matrix theory. We first quantify the statistical measures of the SNR by deriving an exact expression for the moment generating function (m.g.f.). Different cases are considered for Rician channel depending on the rank of the LoS component. We obtain the first and second moments of the SNR. The exact expression for the probability density function (p.d.f.) and cumulative distribution function (c.d.f.) of the SNR are also derived for a specific antenna configuration. Having equipped with these statistical measures, the performance of the system is investigated by deriving analytical expressions for the BER of BPSK, outage probability and the amount of fading (AoF). In addition, we analyze the high SNR behavior by deriving diversity order and array gain of the system.

Later in this chapter, we summarize the findings in other scenarios of non-coherent AF MIMO relaying over Rayleigh-Rician environment. In particular, important results are presented on optimal beamforming based AF MIMO relaying, and relay selection schemes on OSTBC based AF MIMO relaying. For all these scenarios, statistical characterization of the instantaneous SNR and performance of the system are investigated by deriving analytical expressions.
2.1 System and channel models

We consider an AF MIMO dual-hop system with $N_S$ source antennas, $N_R$ relay antennas and $N_D$ destination antennas as shown in Fig.2.1. System is half-duplex where the communication occurs from source to relay and relay to destination in two separate time slots. The source transmits to the relay during first time slot and the relay amplifies the received signal subject to a long-term power constraint and re-transmits to the destination in the second time slot. Moreover, we assume that there is no direct communication link between the source and destination.

Source-relay channel $H_1 \in \mathbb{C}^{N_R \times N_S}$ is assumed to undergo Rayleigh fading and relay-destination channel $H_2 \in \mathbb{C}^{N_D \times N_R}$ is subject to Rician fading. Entries of $H_1$ are assumed to be $\sim \mathcal{CN}(0, 1)$. We adopt the general non-coherent relaying assumption [26, 27] where the destination has perfect CSI knowledge, while both source and relay have no knowledge. In particular, CSI knowledge of $H_2$ and $H_2 H_1$ is sufficient at the destination. Furthermore, all terminals are assumed to be perfectly synchronized. $H_2$ can be modeled with a specular component (LoS) $\overline{H}_2$ and variable component (scattered) $\tilde{H}_2$ as

$$H_2 = \eta \overline{H}_2 + \sigma \tilde{H}_2,$$

(2.1)

where $\overline{H}_2$ is an arbitrary rank matrix that consists of complex elements having unit magnitude, entries of $\tilde{H}_2$ are assumed to be $\sim \mathcal{CN}(0, 1)$. Since mean of the $\tilde{H}_2$ is zero, we have

$$\mathbb{E}\{H_2\} = \eta \overline{H}_2,$$

(2.2)

We consider both $\eta, \sigma$ to satisfy the following equation in our discussion.

$$\eta^2 + \sigma^2 = 1.$$  

(2.3)

Since the transmitter employs OSTBC encoding, $N$ i.i.d. symbols $s_1, s_2, ..., s_N$ are mapped to a row orthogonal matrix $X \in \mathbb{C}^{N_S \times N_T}$, where entries of $X$ obtained by linear combinations of $s_1, s_2, ..., s_N$ and their conjugates. These entries follow the exact construction method on the specific OSTBC used in [133]. Moreover, $N_T$ is the number of symbol periods used to send a code word. Therefore, the code rate is $R = N/N_T$. Let $x_k$ be the transmitted signal during the $k$th symbol period (i.e., the $k$th column of $X$).
Here, we take $X = (x_1, ..., x_{N_S})$ where $x_i \in \mathbb{C}^{N_S \times 1}$ and $\rho$ as the total transmit power across all $N_S$ source antennas, i.e.,

$$\mathcal{E}\{\|x_k\|^2\} = \rho. \quad (2.4)$$

During the $k$th symbol period, we have the received signal at the relay as

$$y_k = H_1 x_k + n_k, \quad k = 1, 2, ..., N_T, \quad (2.5)$$

where $n_k \sim \mathcal{C}\mathcal{N}(0, I_{N_R})$ is the noise vector at the relay and noise has a unit variance. Due to the non-coherent AF relay assumption, the received signal at the relay is amplified by a constant gain matrix $G = aI_{N_R}$, where

$$a = \sqrt{\frac{b}{N_R(1 + \rho)}}, \quad (2.6)$$

and $b$ is a positive real number. Parameter $a$ needs to satisfy the total power constraint,

$$\mathcal{E}\{\|Gy_k\|^2\} \leq b. \quad (2.7)$$

After the amplification at the relay the received signal at the destination, $r_k$ is given by

$$r_k = aH_2 y_k + w_k, \quad k = 1, 2, ..., N_T, \quad (2.8)$$

where $w_k \sim \mathcal{C}\mathcal{N}(0, I_{N_D})$ is the noise vector at the destination and noise has a unit variance. Therefore, the end-to-end relationship for the overall system is

$$r_k = aH_2 H_1 x_k + aH_2 n_k + w_k, \quad k = 1, 2, ..., N_T. \quad (2.9)$$
This full transmission equation is equivalent to a standard point-to-point MIMO system with channel matrix \( aH_2H_1 \) and colored Gaussian noise with conditional covariance matrix given by

\[
\mathcal{E} \left\{ (aH_2n_k + w_k)(aH_2n_k + w_k)^H \mid H_2 \right\} = K, \tag{2.10}
\]

where

\[
K = a^2H_2H_2^H + I_{ND}. \tag{2.11}
\]

Before decoding is possible, we apply the noise whitening filter to \( r_k \) to yield

\[
\tilde{r}_k = K^{-1/2}r_k = \tilde{H}x_k + \tilde{n}_k, \tag{2.12}
\]

where \( \tilde{H} = aK^{-1/2}H_2H_1 \) and \( \tilde{n}_k = K^{-1/2}(aH_2n_k + w_k) \). Now, the generalized end-to-end transmission equation for the codeword \( X \) can be written as

\[
\tilde{R} = \tilde{H}X + \tilde{N}, \tag{2.13}
\]

where \( \tilde{R} = (\tilde{r}_1, ..., \tilde{r}_{NR}) \) and \( \tilde{N} \sim \mathcal{CN}(0, I_{ND} \otimes I_{NR}) \). After linear OSTBC processing, the resultant SISO streams can be derived from (2.13) as [36], [132]

\[
\tilde{s}_l = ||\tilde{H}||_F^2s_l + \eta_l, \quad l = 1, 2, \ldots, N, \tag{2.14}
\]

where \( \eta_l \sim \mathcal{CN} \left(0, ||\tilde{H}||_F^2\right) \). Following [132], we can obtain the instantaneous SNR \( \gamma_k \) as

\[
\gamma_k = ||\tilde{H}||_F^2\mathcal{E} \left\{ |s_k|^2 \right\}
= \alpha \gamma a^2 \text{Tr}(H_2^H H_2 K^{-1} H_2 H_1) \tag{2.15}
\]

where \( \alpha = 1/RNS \) and \( \gamma \) is the average transmit SNR which equal to \( \rho \) due to unit noise variance. Since \( \gamma_k \) is independent of \( k \), we can simply denote the instantaneous SNR as \( \gamma \).

To gain more insight into the system performance, we need to analyze the statistical properties of the SNR in (2.15). This problem will now be discussed with the use of finite-dimensional random matrix theory. For the sake of convenience we use the following notations: \( p = \max(N_D, N_R) \), \( q = \min(N_D, N_R) \), \( t = p - q + 1 \), \( \mu_i = p + 1 - i \), \( \nu_i = p - q + i - 2 \) and \( \nu_{ij} = p - q + i + j + 1 \).
2.2 Statistics of the SNR

In what follows we derive some statistical parameters of the SNR $\gamma$. These are useful to study the system performance in terms of BER, AoF and outage probability. The statistical parameters are obtained for different cases of relay-destination channels. We start with the case relay-destination channel undergoes independent non-identical Rician fading, where the entries of mean are non-identical. This is referred to as non-i.i.d. Rician. This simplifies and provides a pathway to the proofs for all other cases of the Rician distribution by considering correlated Rician (low rank), independent identical Rician fading, where mean is identical (i.i.d. Rician) and Rayleigh fading.

All these Rician fading scenarios can be anticipated in next-generation wireless communication systems as they are expected to employ a wider frequency spectrum. For instance, wavelength will be smaller for higher frequencies, and the antennas of transmitter/receiver are all spatially separated enough to have uncorrelated specular path gains. This provides independent non-identical entries for LoS component and i.i.d. entries for scattering component. Such a scenario is discussed under non-i.i.d. Rician. All other cases can also be expected based on the frequency band and antenna spacing.

2.2.1 Moment generating function of the SNR

Non-I.I.D. Rician

Here we consider the relay-destination channel with non-i.i.d. Rician fading, and derive the m.g.f. of the SNR $\gamma$.

**Theorem 2.1.** The m.g.f. of the SNR $\gamma$ is given by

$$M_\gamma(s) = e^{-\text{Tr}(A)} \frac{\Gamma(t)}{\det(V)} \det(I(s)) \times (2.16)$$

where $I(s)$ is a $q \times q$ matrix with $(i,j)^{th}$ element given by

$$\left( I(s) \right)_{i,j} = \sum_{k=0}^{N_\text{s}} \sum_{l=0}^{\infty} \left( \begin{array}{c} N_\text{s} \\ k \end{array} \right) a^{2k} \sigma^2 (t) \Gamma(\mu_i + k + l) \times U \left( \mu_i + k + l; \mu_i + k + l + 1 - N_\text{s}; \frac{1/a^2 \sigma^2}{1 + a^2 \sigma^2} \right) \right), \quad (2.17)$$
where $0 < \lambda_1 < \lambda_2 < ... < \lambda_q < \infty$ are non-zero ordered eigenvalues of $\frac{\eta^T}{\sigma^2} \Pi_2 \Pi_2^H$, $V$ is a $q \times q$ Vandermonde matrix whose determinant is given by $\text{det}(V) = \prod_{1 \leq k < j} (\lambda_j - \lambda_k)$, $\Lambda = \text{diag}(\lambda_1, \lambda_2, ..., \lambda_q)$, $\Gamma(.)$ is the gamma function, $U(\cdot; \cdot \cdot \cdot \cdot)$ is the confluent hypergeometric function of the second kind and $(t)_i$ is the Pochhammer symbol which is given by $(t)_i = \frac{\Gamma(t+i)}{\Gamma(t)}$.

**Proof.** See Appendix 1.

Even though (2.17) consists of an infinite summation, it converges rapidly and sufficiently accurate results can be obtained for the m.g.f. by truncating at a sufficient depth. Our numerical observations show less than ten terms are sufficient to obtain accurate values. It can be easily seen that the m.g.f. has a direct dependence on the eigenvalues of $\frac{\eta^T}{\sigma^2} \Pi_2 \Pi_2^H$, but not the mean value of the second hop channel. We use this expression to derive moments of the SNR, p.d.f. of the SNR and BER expressions in following sections.

### Correlated Rician

Here we have the relay-destination channel with correlated Rician fading and derive the m.g.f. of the SNR $\gamma$.

**Corollary 2.1.** The m.g.f. of the SNR $\gamma$ is given by

$$M_\gamma(s)_{\text{cor}} = K^{-1} e^{-\text{Tr}(\Lambda_m)} \frac{\text{det}(I_{\text{cor}}(s))}{\Gamma(t_m) \prod (\lambda_{q+1-m} \lambda_{q+2-m} ... \lambda_q)^{q-m}}$$

(2.18)

where

$$K = \prod_{z=1}^{q-m} \prod_{r=m}^{q-1} \Gamma(p - q + z) \Gamma(q - r) \ \text{det}(V_m),$$

(2.19)

and $I_{\text{cor}}(s)$ is a $q \times q$ matrix with $(i,j)^{th}$ element given by

$$\{I_{\text{cor}}(s)\}_{i,j} = \begin{cases} \sum_{k=0}^{N_S} \left(\frac{N_S}{(\alpha \sigma^2 \nu_i + 1 + \alpha \bar{\gamma}_S)^{q+r+i}} \times U\left(\nu_j + k; \nu_j + 1 + k - N_S; \frac{1}{\alpha \sigma^2 (1 + \alpha \bar{\gamma}_S)}\right) \right) & \text{for } 1 \leq j \leq q - m \\ \sum_{k=0}^{N_S} \sum_{l=0}^{\infty} \left(\frac{N_S}{(\alpha \sigma^2 \nu_i + 1 + \alpha \bar{\gamma}_S)^{q+r+i}} \times U\left(\nu_i + k + l; \nu_i + k + l + 1 - N_S; \frac{1}{\alpha \sigma^2 (1 + \alpha \bar{\gamma}_S)}\right) \right) & \text{for } q - m < j \leq q, \end{cases}$$
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where $0 < \lambda_{q-m+1} < \lambda_{q-m+2} < \ldots < \lambda_q < \infty$ are non-zero ordered eigenvalues of $\frac{\eta^2}{\sigma^2} \mathbf{H}_2^H$, $\mathbf{V}_m$ is a $m \times m$ Vandermonde matrix whose determinant is given by $\det(\mathbf{V}_m) = \prod_{l<k}(\lambda_k - \lambda_l)$, and $\mathbf{A}_m = \text{diag}(\lambda_{q-m+1}, \lambda_{q-m+2}, \ldots, \lambda_q)$.

**Proof.** See Appendix 2.

Similar to the previous scenario, m.g.f. is not directly dependent on the LoS component. It depends on the $m$ non-zero eigenvalues of $\frac{\eta^2}{\sigma^2} \mathbf{H}_2^H$. The derived result is used to find the impact of the LoS rank on the error performance in a later section.

**I.I.D Rician**

As another case we derive the m.g.f. of the SNR when the relay-destination channel undergoes i.i.d. Rician fading. Clearly, when the channel is i.i.d Rician $\frac{\eta^2}{\sigma^2} \mathbf{H}_2^H$ has only one eigenvalue given by $\frac{pq\eta^2}{\sigma^2}$.

**Corollary 2.2.** The m.g.f. of the SNR $\gamma$ in the i.i.d. Rician scenario is given by

$$M_{\gamma}(s)_{\text{iid}} = \frac{e^{-\lambda_q} \det(\mathbf{I}_{\text{iid}}(s))}{\Gamma(t) \lambda_q^{q-1} \prod_{m=1}^{q-1} \Gamma(q-m) \Gamma(p-m)},$$

(2.20)

where $\lambda_q$ is the non-zero eigenvalue, $\mathbf{I}_{\text{iid}}(s)$ is a $q \times q$ matrix with entries given by

$$\left\{\mathbf{I}_{\text{iid}}(s)\right\}_{i,j} = \begin{cases} \sum_{k=0}^{N_S} \binom{N_S}{k} \Gamma(\nu_i + k) \times U \left(\nu_{ij} + k; \nu_{ij} + 1 + k - N_S; \frac{1}{a^2 \sigma^2 (1 + \alpha \gamma_s)}\right) & \text{for } 1 \leq j < q - 1 \\
\sum_{k=0}^{N_S} \sum_{t=0}^{\infty} \binom{N_S}{t} (a^2 \sigma^2 (1 + \alpha \gamma_s))^t \times U \left(\nu_i + k + t; \nu_i + k + l + 1 - N_S; \frac{1}{a^2 \sigma^2 (1 + \alpha \gamma_s)}\right) & \text{for } j = q. \end{cases}$$

**Proof.** See Appendix 2.

**Rayleigh**

When $\mathbf{H}_2 = 0$ (i.e., Rayleigh fading), all eigenvalues become zero.
Corollary 2.3. The m.g.f. of the SNR $\gamma$ in the Rayleigh faded case is given by

$$M_\gamma(s)_R = \frac{\det(I_R(s))}{\prod_{m=1}^{q} \Gamma(q-m+1) \Gamma(p-m+1)},$$

(2.21)

where $I_R(s)$ is a $q \times q$ Hankel matrix with $(i,j)$th element given by

$$(I_R(s))_{i,j} = \sum_{k=0}^{N_S} \binom{N_S}{k} \Gamma(\nu_{ij} + k) U \left( \frac{\nu_{ij} + k + 1}{a^2 \sigma^2 (1 + \gamma)} \right) \left( \frac{1}{(a^2 \sigma^2 (1 + \gamma))^2} \right).$$

Proof. Similar to the proof in Appendix 2. This can be obtained by taking the limit of $M_\gamma(s)_{iid}$ as $\lambda_q \to 0$.

To discuss other statistical parameters in this section, we consider the non-i.i.d. Rician fading in the relay-destination channel. A similar procedure is valid for the correlated Rician, i.i.d. Rician and Rayleigh scenarios.

2.2.2 Moments of the SNR

Here we derive new expressions for the first and second moment of the SNR $\gamma$, which will be employed to quantify the AoF in the following section.

Theorem 2.2. The first moment of the SNR $\gamma$ is given by

$$m_1 = \frac{N_S a^2 \sigma^2 \gamma_0 e^{-\text{Tr}(\Lambda)}}{\Gamma(t)^q \det(V)} \sum_{k=1}^{q} \det(I(k)),$$

(2.22)

where $I(k)$ is a $q \times q$ matrix and its $(i,j)$th element is given by

$$(I(k))_{i,j} = \begin{cases} \sum_{l=0}^{\infty} \frac{\lambda_j^l \Gamma(p+i+1) U \left( \frac{p+i+2}{a^2 \sigma^2 (1 + \gamma)} \right)}{(t^l) \Gamma(p+i+1+2 \sigma^2)} & \text{for } j = k, \\ \Gamma(p-i+1) \text{F}_1 \left( p-i+1; t; \lambda_j \right) & \text{for } j \neq k, \end{cases}$$

where $\text{F}_1(\cdot; \cdot; \cdot)$ denoting the confluent hypergeometric function. This can be proved by taking the first derivative of the m.g.f. given in the (2.16).

Proof. See Appendix 3.

Theorem 2.3. The second moment of the SNR $\gamma$ is given by

$$m_2 = \frac{e^{-\text{Tr}(\Lambda)}}{\Gamma(t)^q \det(V)} \sum_{k=1}^{q} \sum_{l=1}^{q} \det(I(k,l))$$

(2.23)
where $I(k, l)$ is a $q \times q$ matrix with kth and lth columns are subjected to the differentiation and its $(i,j)$th element given as

$$
(I(k, l))_{i,j} = \begin{cases} 
N_S(N_S + 1)(\alpha^2 \gamma^2 \sigma^2)^2 
\times \sum_{l=0}^{\infty} \frac{\lambda_l}{\Gamma(p+l-i+2)U(p+l-i+2,p+l-i+2,\frac{1}{a^2 \gamma^2})} & \text{for } j = l = k \\
N_S(\alpha^2 \gamma^2 \sigma^2) 
\times \sum_{l=0}^{\infty} \frac{\lambda_l}{\Gamma(p+l-i+2)U(p+l-i+2,p+l-i+2,\frac{1}{a^2 \gamma^2})} & \text{for } j = k \text{ or } j = l; k \neq l \\
\Gamma(p - i + 1)F_1(p - i + 1; t; \lambda_j) & \text{for } j \neq k \text{ and } j \neq l
\end{cases}
$$

Proof. By differentiating m.g.f. with respect to $s$ twice, we obtain the above expression for the second moment. \qed

### 2.2.3 Exact probability distribution of the SNR

The distributions of instantaneous SNR are also useful to find the effect of the asymmetric fading. The analytical expressions of p.d.f. and c.d.f. are provided in this section.

#### Probability density function

The exact probability distribution of the SNR $\gamma$ is considered for $q = 1$. Deriving a solution for the general case is mathematically hard. This solution can be used to evaluate the effect of the Rician factor on the SNR $\gamma$.

**Theorem 2.4.** The p.d.f. of the SNR $\gamma$ is given for the case $\min(N_R, N_D) = 1$ by

$$
f_\gamma(\gamma) = 2\gamma^{N_S - 1}e^{-\lambda} \Gamma(N_S)\Gamma(p)(\alpha^2 \gamma^2 \sigma^2)^N_S \sum_{j=0}^{\infty} \sum_{l=0}^{\infty} \frac{\lambda_l}{(p)\Gamma(l+1)} 
\times \left( \frac{\gamma}{a^2 \sigma^2 \alpha^2} \right)^{r/2} K_r \left( 2\sqrt{\frac{\gamma}{a^2 \sigma^2 \alpha^2}} \right),
$$

where $r = p + l + j - N_S$ and $K_n(z)$ is the modified Bessel function of the second kind and of order $n$. 49
Proof. See Appendix 4.

The expression in (2.24) has an infinite summation, but it converges rapidly, and we can obtain sufficiently accurate results for the p.d.f. by truncating this summation. Fig.2.2 compares the probability distribution variation with different Rician factors \( K = \frac{\eta^2}{\sigma^2} \) for the Alamouti OSTBC with code rate \( R = 1 \). Both analytical and simulated curves are obtained for \( K = -10, 0, 10 \) dB with the antenna configuration of (2, 5, 1). Simulation curves are obtained by using Monte Carlo method with \( 10^6 \) random channel realizations. In particular, the entries of \( H_1, \tilde{H}_2 \) are generated as circular symmetric Gaussian variables with unit variance. LoS part is generated according to [135] with full rank, where entries are non identical complex elements with unit magnitude. In particular, the LoS component is generated by,

\[
\tilde{H}_2 = \sum_{i=1}^{m} \beta_i a(\theta_{r,i}) a(\theta_{t,i})^T,
\]

where \( a(\theta_{r,i}) \) is the array response vector and \( a(\theta_{t,i}) \) is the array steering vector for \( i \)th dominant path, \( \theta_{r,i} \) and \( \theta_{t,i} \) denote the angle of arrival and the angle of departure, respectively. \( \beta_i \) is the complex amplitude of the \( i \)th path. The rank of the matrix depends on the number of dominant paths and for full rank \( m = q \).

We also consider the average SNR to be \( \bar{\gamma} = 10 \) dB, and \( b = 1 \). As expected, both analytical and simulated curves are matched with reasonable accuracy. When the Rician factor \( K \) increases, the SNR distribution move towards the higher range.

Cumulative distributive function

Here, we consider \( q = 1 \) to derive the c.d.f.. Similar to the p.d.f. derivation, the m.g.f. of the SNR \( \gamma \) and the eigenvalue distribution of \( \frac{1}{\sigma^2} H_2 \tilde{H}_2^H \) are used to derive the c.d.f.

**Theorem 2.5.** The c.d.f. of the SNR \( \gamma \) is given for the case \( \min(N_R, N_D) = 1 \)
Fig 2.2. p.d.f. of $\gamma$ for the antenna configuration (2,5,1). Results are shown for different values of the Rician factor ($K = \frac{\alpha^2}{\sigma^2}$). Alamouti OSTBC is used with $\gamma = 10$ dB with $b = 1$, [51] © 2013, IEEE.

Next, Theorem 2.5 is used to plot the analytical c.d.f. curve in Fig.2.3, where figure shows the variation of the c.d.f. with different Rician factor $K$. Here, the results are shown for the same simulation parameters as in the p.d.f. case. Similar variations can be seen as in the Fig.2.2.

Many other statistical properties can also be derived for the instantaneous SNR of Rayleigh-Rician channels. The statistical properties that we obtain here are used to derive the system performance in terms of BER, diversity order, array gain, AoF and outage probability.
2.3 Performance analysis

In this section, we investigate some useful parameters which are widely used to measure wireless system performances.

2.3.1 BER of BPSK

BER is key performance metric to evaluate performance of a wireless system, which can be obtained using the m.g.f. considering different modulation schemes [136, Eq. 9.361]. BER $P_E$ for BPSK scheme is given as,

$$ P_E = \frac{1}{\pi} \int_0^{\frac{\pi}{2}} M_{\gamma} \left( \frac{1}{\sin^2 \theta} \right) d\theta. $$

The m.g.f. expressions in (2.16)-(2.21) can be used find the behavior of BER with different antenna configurations and Rician factors. The integral seems intractable for a general antenna configuration. Therefore, we consider the case where the number of antennas in relay or destination equals to one, i.e., $q = 1$. 
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Fig 2.3. c.d.f. of $\gamma$ for the antenna configuration (2,5,1) for non-i.i.d Rician Fading. Results are shown for the Alamouti OSTBC and $\gamma = 10$ dB with $b = 1$, [51] © 2013, IEEE.
Then we use the m.g.f. expression in (1.0.10)(Appendix 1) to simplify (2.27) as,

\[
P_E = \frac{e}{\pi} \int_0^{\frac{\pi}{2}} \int_0^\infty y^{p-1}e^{-y}(1+a^2\sigma^2y)^{N_s} \ {}_0F_1(t; y\lambda) \frac{dy}{(1+a^2(1+\frac{\alpha\gamma}{\sin\gamma})\sigma^2y)^{N_s}} d\theta,
\]

where

\[
c = \frac{e^{-\text{Tr}(A)}}{\Gamma(t)} y ,
\]

and \( {}_0F_1(\cdot; \cdot) \) is the generalized hypergeometric function defined in [134]. Now, we interchange the order of integration, and simplify the inner integral as

\[
\int_0^{\frac{\pi}{2}} \frac{(1+a^2\sigma^2y)^{N_s}}{(1+a^2\sigma^2y + \frac{\alpha^2\gamma^2}{\sin^2\gamma})^{N_s}} d\theta = \frac{\pi}{2} - \sum_{k=0}^{N_s-1} \frac{\pi(2^k)}{4^k} \times \frac{\sqrt{a^2\alpha\gamma\sigma^2y(1+a^2\sigma^2y)^k}}{(1+a^2(1+\alpha\gamma)\sigma^2y)^{k+\frac{1}{2}}},
\]

which in turn gives the BER as

\[
P_E = \frac{1}{2} \cdot \frac{c}{2} \sum_{k=0}^{N_s-1} \binom{2k}{k} \int_0^\infty y^{p-1} e^{-y} \ {}_0F_1(p; y\lambda) \frac{\sqrt{a^2\alpha\gamma\sigma^2y(1+a^2\sigma^2y)}}{4^k(1+a^2(1+\alpha\gamma)\sigma^2y)^{k+\frac{1}{2}}} dy.
\]

After some algebraic manipulations we have the closed form of BER as

\[
P_E = \frac{1}{2} - \frac{c}{2} \sum_{k=0}^{N_s-1} \sum_{i=0}^k \sum_{l=0}^\infty \frac{(2^k)\binom{k}{l} \lambda^l (p + l + i + \frac{1}{2}) \sqrt{\alpha\gamma}}{4^k(1+\alpha\gamma)^{l+p+i+\frac{1}{2}}(a^2\sigma^2)^{p+i}(p+l)l} \times \frac{U\left(p + l + i + \frac{1}{2}; p + l + i - k; \frac{1}{a^2\sigma^2(1+\alpha\gamma)}\right)}{\Gamma(l+1)}.
\]

This expression is used to obtain analytical BER curve for \( q = 1 \), whereas (2.27) is used for other antenna configurations with the integral evaluated numerically using softwares such as Matlab or Mathematica for all parameters of our interest.

Fig.2.4 shows the analytical and simulation curves for three different antenna configurations with non-i.i.d. Rician fading in relay-destination channel. The results are obtained using Alamouti OSTBC technique. Channels are generated in a similar manner to the previous cases, and LoS part is generated according to [135] with full rank. Now \( b \) is selected as average transmit SNR \( \gamma \). Simulation and analytical curves are seen to match perfectly. As can be seen from the graph, the Rician factor has a constructive effect on the BER under the antenna.
configuration with \( q = 1 \). A careful inspection of the BER graphs reveals that the effect of Rician factor is not homogeneous on different antenna configurations. Clearly, the performance improves with the increase of \( K \) for any configuration with \( q = 1 \). Also, a better performance can be obtained by increasing \( p \) and \( q \) for a given Rician factor \( K \). On the contrary, the performance degrades with the increase of \( K \) for a fixed channel gain and a specific antenna configuration other than \( q = 1 \).

This can be explained intuitively as follows. \( q = 1 \) simply means that the relay-destination channel is either multiple-input single-output (MISO) or single-input multiple-output (SIMO) channel. There, having a good LoS path component improves the system performance. That is the reason for better performance of BER for \( q = 1 \). When \( q \neq 1 \), the relay destination channel is a pure MIMO channel. When the Rician factor increases (LoS components dominate over the scattering component) the benefit of the scattering environment reduces. Therefore, this weaker scattering component causes the performance degradation. Such an observation has been made by the authors in [137] related to point-to-point MIMO Rician channels.

Fig 2.4. BER for BPSK versus average SNR \( \gamma \) in non-i.i.d Rician fading. Results are shown for different antenna configurations \((N_S, N_R, N_D)\) and different values of the Rician factor \((K = \frac{\eta^2}{\sigma^2})\). Alamouti OSTBC is used with \( b = \gamma \), [51] © 2013, IEEE.
In the cases where LoS components are correlated, the rank of the mean is less than $q$. In such scenarios, $\frac{\eta^2}{\sigma^2} \mathbf{H}_2 \mathbf{H}_2^H$ has $m$ number of eigenvalues and the analytical expression for m.g.f. is given in (2.18). The Fig.2.5 shows analytical and simulation curves for BER with different rank mean matrices. We consider Alamouti OSTBC with similar simulation parameters used to obtain Fig.2.4. The LoS component is generated using (2.25). The rank of the LoS component is changed with the number of dominant paths in the relay-destination link. We analyzed the system by varying the mean matrix and evaluated average BER.

For all combinations, the simulated and analytical curves match with greater accuracy. The BER in Rician fading with no correlation (rank equal to $q$), behaves according to the previous explanation for Fig.2.4. The BER performance degraded with the rank of the LoS component. i.e., when the Rician factor is fixed, a higher rank mean matrix provides better performance than the lower rank LoS component scenarios. However, when the LoS component is weak (rician factor is small), we have almost similar error performance for all ranks. This is intuitively clear, since LoS component has less impact compared to scattering.
component in such scenarios (eg. $K = -10$ dB).

### 2.3.2 High SNR analysis

To gain further understanding, we now consider the BER at high SNR. Here, diversity order and array gain are two main parameters which give an understanding about the behavior of the performance in high SNR region. Two different methods can be identified to discuss the high SNR scenario, which are increasing source transmit power $\rho(=\gamma)$ and increasing relay gain constant $b$. However, there is a finite limit for the SNR with both these methods. This was studied in [36] and they proposed an alternative "high SNR" scenario. The relay gain constant $b$ is scaled according to the transmit power $\rho$. Now, $b = \beta \rho$ where $\beta$ is a fixed constant. We can write (2.15) as $\gamma = \gamma_0 a^2 \text{Tr}(H_1 H_2 H_2 H_1 - K)$, where $a^2 = \beta / N_R$ and $K = a^2 H_2 H_2^T + 1_{N_D}$. This we write as $\gamma = \gamma y$ and find asymptotic expansion of the m.g.f. of $y$. When $s \to \infty$, the following approximation of m.g.f. is used to find constant $c_i$ and diversity order $d_v$ [138],

$$M_y(s) \approx \frac{c_i}{s^{d_v}}. \quad (2.33)$$

Array gain $G_a$ is given by

$$G_a = \frac{c_i \Gamma(d_v + \frac{1}{2})}{2\sqrt{\pi} \Gamma(d_v + 1)}. \quad (2.34)$$

Here, a general solution on the diversity order and array gain is difficult. Therefore, we focus on deriving diversity order and array gain for the following antenna configurations.

**Theorem 2.6.** The diversity order and array gain of the system for $q = 1$ are given by

$$d_v = \begin{cases} N_S & \text{for } p > N_S, \\ p & \text{for } p < N_S, \end{cases} \quad (2.35)$$

$$G_a = \begin{cases} e^{-\lambda \Gamma(N_s-p)\Gamma(p+1/2)} \Gamma(p) \Gamma(N_s) & \text{for } p > N_S, \\ e^{-\lambda \Gamma(N_s-p)\Gamma(p+1/2)} \Gamma(p) \Gamma(N_s) & \text{for } p < N_S, \end{cases} \quad (2.36)$$

where

$$c_1 = \frac{e^{-\lambda \Gamma(N_s-p)\Gamma(p+1/2)} \Gamma(p) \Gamma(N_s) \lambda^{p+k-N_s} \alpha^{p+l+k-N_s}}{\Gamma(p) \Gamma(N_s) \Gamma(N_s)} \quad (2.37)$$
The diversity order and array gain of the system for \( q = 2 \) are given by

\[
d_v = \begin{cases} 
2p & \text{for } p < N_S - 1 \\
2N_S - 1 & \text{for } p = N_S \\
2N_S & \text{for } p > N_S + 1
\end{cases}, 
\]

\[
G_a = \begin{cases} 
\frac{c_2 \Gamma(2p+\frac{1}{2})}{2\sqrt{\pi} \Gamma(2p+1)} & \text{for } p < N_S - 1 \\
\frac{c_3 \Gamma(2N_S-\frac{1}{2})}{2\sqrt{\pi} \Gamma(2N_S)} & \text{for } p = N_S \\
\frac{c_4 \Gamma(2N_S+\frac{1}{2})}{2\sqrt{\pi} \Gamma(2N_S+1)} & \text{for } p > N_S + 1
\end{cases},
\]

where

\[
c_2 = e^{-\lambda_1 - \lambda_2} \frac{\Gamma(p+1)\Gamma(p-1)\Gamma(N_S - p + 1)\Gamma(N_S - p - 1)}{(p-1)!} - \Gamma(p)^2 \Gamma(N_S - p)^2, 
\]

\[
c_3 = \frac{e^{-\lambda_1 - \lambda_2}}{\Gamma(p-1)^2(\lambda_2 - \lambda_1)} \sum_{k=0}^{N_S} \sum_{l=0}^{\infty} \frac{(N_S)}{k} \frac{a_1^{2k}\sigma^{2k}\Gamma(p-1)}{(p-1)!l!} \Gamma(N_S) \times \frac{\Gamma(p+k+l-N_S)(\lambda_2 - \lambda_1)}{(\bar{a}\sigma^2\alpha)^{2N_S-1}}, 
\]

and

\[
c_4 = \frac{e^{-\lambda_1 - \lambda_2}}{\Gamma(p-1)^2(\lambda_2 - \lambda_1)} \sum_{k=0}^{N_S} \sum_{m=0}^{N_S} \sum_{l=0}^{\infty} \sum_{n=0}^{\infty} \frac{(N_S)^{N_S}}{k} \frac{(N_S)}{m} \frac{(N_S)}{l} \frac{(N_S)}{n} \frac{a_1^{2(m+k)}}{(p-1)!(p-1)n} \times \frac{\Gamma(p+m+n-N_S - 1)\Gamma(p+k+l-N_S)(\lambda_2^2 \lambda_1^2 - \lambda_1^2 \lambda_2^2)}{(l! n! (\bar{a}\sigma^2\alpha)^{2N_S-1})}. 
\]

Proof. See Appendix 5.

A few array gain expressions have infinite summations. However, truncated series gives accurate results. Fig.2.6 shows the asymptotic analysis on BER with Rician factor for different antenna configurations. Average BER for BPSK for asymptotic scenario is approximated with \( P_E = \frac{G_a}{\gamma^2} \). Similar simulation parameters are used as in Fig.2.4. BER curves in Fig.2.6 verify the accuracy of the high SNR analysis. Rician factor has a similar effect as can be seen in Fig.2.4.
2.3.3 Amount of fading

The AoF is another important performance parameter which measures the severity of the fading channel [139]. Following [136, 139, 140], we can write the AoF as

$$\text{AoF} = \frac{m_2 - m_1^2}{m_1^2}. \quad (2.43)$$

The non-i.i.d Rician fading scenario is considered to discuss the AoF with Rician factor $K$. The first and second moments of the SNR $\gamma$ derived in Theorem 2.2 and Theorem 2.3 are used to evaluate AoF. Fig.2.7 illustrates the AoF versus $b$ for different antenna configurations and Rician factors. Here also the results are obtained using Alamouti OSTBC techniques with code rate $R = 1$ and assuming parameters as in earlier sub-section. Both the simulation and analytical curves seem to match accurately with each other.

The AoF graph also confirms that the effect of Rician factor is not homogeneous on different antenna configurations. A similar effect for antenna configuration with $q = 1$ and $q \neq 1$ can be observed. Also, a better performance can be
Fig 2.7. AoF versus average $b$ for different antenna configurations $(N_S, N_R, N_D)$ and different values of the Rician factor $(K = \frac{\eta^2}{\sigma^2})$. Alamouti OSTBC is used with $\gamma = 10 \text{ dB}$, [51] © 2013, IEEE.

obtained by increasing $p$ and $q$ for a given Rician factor $K$.

We can also observe an asymptotic floor of AoF as the relay gain $b$ becomes large. This can be explained as follows. As $b \to \infty$ then $a^2 \to \infty$, we can write $M_{\gamma|\Phi}(s) = 1/(1 + \alpha \gamma)^{N_S q}$, the Laplace inversion of which gives $f_\gamma(\gamma) = \gamma^{N_S q - 1} e^{-\gamma/\alpha\gamma}/\Gamma(N_S q)(\alpha \gamma)^{N_S q}$. As such, the moments of $\gamma$ become functions of $N_S q$ only. Therefore, being a function of the moments, AoF becomes also a function of $N_S q$, which produces the AoF floors in the graph.

2.3.4 Outage probability

Outage probability is an important parameter which is widely used to evaluate the performance of wireless systems. That is given by

$$P_{\text{out}}(\gamma_{\text{th}}) = \Pr(\gamma \leq \gamma_{\text{th}}) = F(\gamma_{\text{th}}).$$  \hspace{1cm} (2.44)

where $\gamma_{\text{th}}$ is the SNR threshold value. The outage probability of the system is obtained by applying c.d.f. (2.26) into (2.44). Fig.2.8 shows the effect of the Rician factor on the outage probability. Two different antenna configurations are used with the Alamouti OSTBC system. We also consider the average SNR
Fig 2.8. Illustration on the effect of the Rician factor $K$ on the outage probability for different antenna configurations $(N_S, N_R, N_D)$. Alamouti OSTBC has been used with $\gamma = 10$ dB and $b = 1$, [51] © 2013, IEEE.

The outage probability increases with the SNR threshold $\gamma_{th}$. For both antenna configurations, where $q = 1$, the outage probability decreases with the Rician factor. This is in parallel with the earlier observations.

Next, we investigate performance of optimal single stream beamforming AF MIMO relaying for Rayleigh-Rician channels. This can be used to obtain further understanding on Rayleigh-Rician scenarios.

### 2.4 Optimal single stream beamforming

In this section, we summarize the study on optimal single stream beamforming based non-coherent AF MIMO relaying over Rayleigh-Rician fading environment. The beamforming vectors are designed to maximize the instantaneous SNR at the destination. The CSI at the destination is used to find these optimal beamforming vectors, and transmit beamforming vector is sent back to the source prior data transmission. The tools of finite-dimensional random matrix theory are used to analyze the performance of the system with different Rician fading scenarios. New statistical results of the instantaneous SNR at the destination
are derived in terms of the c.d.f., p.d.f., and moments. Then, we use these statistical expressions to derive equations for outage probability, SER and ergodic capacity. Diversity orders are derived for simplified scenarios in the high SNR analysis. These performance metrics are used to evaluate the performance of the AF MIMO system with different antenna configurations, Rician factors, and different Rician fading scenarios. Additionally, the saturation loss at the relay is quantified in terms of the outage probability. Finally, the system is compared with the OSTBC based AF MIMO system. Here, we present only the system model and some important results. A detailed analysis can be find in [53].

### 2.4.1 System model

A similar system model as in Fig.2.1 is considered with beamforming vectors at the source and destination. The source node transmits beamformed version of modulated symbol $x \in \mathbb{C}$ after being beamformed by a transmit beamforming vector $w_t \in \mathbb{C}^{N_S}$, where $E\{|x|^2\} = \rho$, and $||w_t||^2 = 1$. The destination detects the signal after using a receive beamforming vector $w_r \in \mathbb{C}^{N_D}$, where $||w_r||^2 = 1$.

The received signal $r$ at the destination is given as

$$r = \sqrt{\alpha}w_r^H H_2 H_1 x + \sqrt{\alpha}w_r^H H_2 n_R + w_r^H n_D,$$

where $n_D \sim \mathcal{C}\mathcal{N}(0, I_{N_D})$ is noise vector at the destination. The instantaneous SNR at the destination is given by

$$\gamma = \frac{\alpha \rho w_r^H H_2 H_1 w_t w_t^H H_1 w_r}{w_r^H (a H_2^H H_2 + I_{N_D}) w_r}.$$  

(2.46)

Here, the SNR $\gamma$ can be maximized by optimal beamforming design. As in the Section 2.1, we assume CSI of $H_2$ and $H_2 H_1$ is available at the destination, while both source and relay have no knowledge. The destination computes the optimal beamforming vectors $w_t$ and $w_r$. Then, the optimal transmit beamforming vector is sent back to the transmitter via a dedicated feedback link [41]. The optimal receive beamforming vector $w_r$ that maximize the SNR is given by

$$w_r = (aH_2^H + I_{N_D})^{-1} H_2 H_1 w_t.$$  

(2.47)

Then, substituting (2.47) into (2.46) gives

$$\gamma = \alpha \rho w_t^H H_1^H H_2^H (a H_2^H H_2 + I_{N_D})^{-1} H_2 H_1 w_t.$$  

(2.48)
Next, we consider eigenvalues of $H_1^H H_2^H (a H_2^H H_2 + I_{N_2})^{-1} H_2 H_1$ as $\xi_1, \xi_2, ..., \xi_{N_S}$. The maximum eigenvalue is denoted as $\xi_{\text{max}}$, which is given by

$$\xi_{\text{max}} = \max(\xi_1, \xi_2, ..., \xi_{N_S}). \quad (2.49)$$

The eigenvector associated with $\xi_{\text{max}}$ is $v_{\text{max}} \in \mathbb{C}^{N_S}$. Therefore,

$$H_1^H H_2^H (a H_2^H H_2 + I_{N_2})^{-1} H_2 H_1 v_{\text{max}} = \xi_{\text{max}} v_{\text{max}}. \quad (2.50)$$

It is evident that $w_t = v_{\text{max}}$ provides the maximum instantaneous SNR $\gamma$ in (2.48), and $\gamma$ is simplified into

$$\gamma = a \rho \xi_{\text{max}}. \quad (2.51)$$

The statistical properties and performance metrics of the SNR is derived based on the properties of $\xi_{\text{max}}$.

### 2.4.2 Comparison to OSTBC based AF relaying

Fig. 2.9 shows average BER versus average transmit SNR $\bar{\gamma}$ (equals to $\rho$ due to unit noise variance) for BPSK modulation considering OSTBC and optimal beamforming schemes. The OSTBC based AF MIMO system uses Alamouti OSTBC with code rate one to make a fair comparison. Similar simulation parameters are assumed as in the previous cases with $b = \bar{\gamma}$. The average BER performance is considered with different Rician factors for antenna configurations (2,4,2). The average BER performance is better in low Rician factors. This is similar to the behavior we observed in OSTBC based AF MIMO relaying. For all Rician factors, the optimal single stream beamforming based MIMO dual-hop system performs better than OSTBC based AF MIMO system.

### 2.5 Relay selection over asymmetric fading channels

This section, the results of which are presented in [55], summarizes the analysis of OSTBC based AF MIMO system, where the source-destination communication is now assisted by multiple AF relays. All relays are deployed to have LoS path to the destination. The system model is illustrated in Fig. 2.10, where all relays ($N$) perform non-coherent AF relaying. The relay node $n$ ($= 1, ..N$) has $R_n$ antennas.
Fig 2.9. Difference between OSTBC and beamforming based AF MIMO system. Alamouti OSTBC, BPSK modulation and \( b = \bar{\gamma} \) is used with antenna configuration (2,4,2), [53] © 2014, IEEE.

General non-coherent AF relaying assumption is made as in the previous scenarios. The source-relay channels are assumed to undergo Rayleigh fading and relay-destination channels are subject to Rician fading. The channel matrices between the source-to-nth relay and nth relay-to-destination are denoted as \( H_{S_n} \in \mathbb{C}^{R_n \times N_S} \) and \( H_{nD} \in \mathbb{C}^{N_D \times R_n} \), respectively. Entries of \( H_{S_n} \) are assumed to be \( \sim \mathcal{CN}(0,1) \). We model \( H_{nD} \) with a specular component (LoS) \( \mathbf{\bar{H}}_{nD} \) and variable component (scattered) \( \tilde{H}_{nD} \) as \( H_{nD} = \eta_n \mathbf{\bar{H}}_{nD} + \sigma_n \tilde{H}_{nD} \), where \( \eta_n^2 + \sigma_n^2 = 1 \). \( \mathbf{\bar{H}}_{nD} \) consists of complex elements having unit magnitude, entries of \( \tilde{H}_{nD} \) are assumed to be \( \sim \mathcal{CN}(0,1) \).

Following the same procedure as in (2.4)-to-(2.15), we can obtain the instantaneous SNR at the destination through the \( n \) th relay as

\[
\gamma_n = a_n^2 \operatorname{Tr} \left( H_{S_n}^H H_{nD}^H (\sigma_n^2 H_{nD} H_{nD}^H + I_{N_D})^{-1} H_{nD} H_{S_n} \right),
\]

(2.52)

where relay gain \( a_n = \sqrt{\frac{b_n}{R_n(1+\rho)}} \) and \( b_n \) is a positive real value which depends on the long term average transmit power at the relay. We investigate two relay selection schemes at the destination.
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Optimal relay selection scheme

The selection method is following a SNR policy in the sense that the selected relay achieves the maximum instantaneous SNR. i.e.,

$$n_{opt}^* = \arg \max_{n \in \{1, \ldots, N\}} \gamma_n.$$  \hfill (2.53)

Sub-optimal relay selection scheme

The relay node, which has maximum $\text{Tr}(H_{nD}H_{nD}^H)$ is selected in this method, i.e.,

$$n_{sub}^* = \arg \max_{n \in \{1, \ldots, N\}} \text{Tr}(H_{nD}H_{nD}^H).$$  \hfill (2.54)

This selection method is easy to be implemented with partial CSI knowledge. For both schemes, analytical expressions of the c.d.f. and p.d.f. are derived using Theorem 2.4 and 2.5.

The average BER for BPSK with average SNR is investigated in Fig.2.11 to observe the impact of aforementioned relay selection schemes. Simulation curves are obtained by generating entries of $H_{Sn}, H_{nD}$ as circular symmetric Gaussian variables with unit variance. LoS components are generated according to [135], where entries are non-identical complex elements with a unit magnitude.
We consider the Alamouti coding, average SNR $\bar{\gamma} = 10$ dB, and relay gain parameter $b_n = 1$ for all relays. The BER for the optimal relay selection scheme is considered for three Rician factors with $N = 2$ for antenna configuration $(2, 4, 1)$, where the performance improves with the Rician factor. Moreover, the BER performance with respect to the relay pool size $N$ is obtained for Rician factor $K = 0$ dB. When $N$ increases, there is a significant performance improvement in the optimal relay selection scheme. Therefore, we can use a higher number of relay nodes to assist source to destination communication and take advantage of diversity gain.

### 2.6 Summary and discussion

In this chapter, we have studied several scenarios of non-coherent AF MIMO relaying over asymmetric fading channels. In particular, the source-relay and relay-destination channels were assumed to undergo Rayleigh fading and Rician fading, respectively. Depending on the rank of the LoS component of Rician channel, we discussed different Rician fading scenarios such as non-i.i.d. Rician,
correlated Rician, i.i.d. Rician and Rayleigh fading. The finite-dimensional random matrix theory was used to derive the statistical properties of the instantaneous SNR at the destination.

Main attention on this chapter was given to OSTBC based non-coherent AF MIMO relaying. We derived closed form expressions for the m.g.f., first and second moments, p.d.f., and c.d.f. of the instantaneous SNR at the destination. Additionally, we obtained m.g.f. for correlated Rician, i.i.d. Rician, and verified the m.g.f. expression for Rayleigh fading scenario. These results were used subsequently to analyze system performance with BER, AoF, and outage probability. Exact expressions for diversity order and array gain were derived for certain antenna configurations. We investigated the effect of the Rician factor, rank of the LoS component and the antenna configuration on the system performance. The analysis revealed that for a fixed channel gain, the system performance was improved with the increase of Rician factor for any configuration with \( \min(N_R, N_D) = 1 \). The \( \min(N_R, N_D) = 1 \) simply meant that the relay-destination channel is either MISO or SIMO channel. There, having a good LoS path component improved the system performance. However, the system performance was degraded with the increase of Rician factor for a fixed channel gain and a specific antenna configuration other than \( \min(N_R, N_D) = 1 \), which was MIMO channel of the relay-destination link. For a fixed channel gain, when the Rician factor increased, i.e., the LoS components dominated over the scattering component, the benefit of the scattering environment reduced. This weaker scattering component caused the performance degradation.

Next, we summarized the study on an optimal single stream beamforming for a non-coherent AF MIMO relay system. The optimal transmit and receive beamforming vectors were designed to maximize the instantaneous SNR at the destination. As with the OSTBC, the numerical analysis verified that the higher Rician factor in relay-destination channel enhanced the system performance for \( \min(N_R, N_D) = 1 \), whereas the performance decreased with Rician factor for MIMO cases. Additionally, results revealed that the average BER performance of the optimal beamforming was superior to the OSTBC based AF MIMO system.

We considered possible relay selection schemes for non-coherent AF MIMO OSTBC system with multiple relays. All relay-destination channels were assumed to undergo Rician fading. Two relay selection schemes were considered depending on the availability of the CSI at the destination. The maximum SNR
based relay selection scheme (optimal scheme) improved the performance significantly with the size of the relay pool. The relay selection based on the best relay-destination channel (sub-optimal) always provided a lower performance compared to the optimal method. All these studies verified that the in a fixed channel gain, the Rician fading only benefited SIMO or MISO cases of relay-destination channel.
3 Precoder-decoder design schemes for PNC based MIMO two-way relaying system

In this chapter, we consider linear precoder-decoder schemes for physical layer network coding (PNC) based MIMO two-way relaying (TWR) system. When nodes transmit multiple streams, the PNC mapping becomes complex at the relay node. This problem can be minimized by adopting precoding and decoding techniques at the nodes. The precoder-decoder schemes are further useful to enhance the overall performance of the system. Depending on the availability of CSI at the nodes, we investigate two precoder-decoder design schemes for PNC based MIMO TWR systems.

First, we consider the perfect CSI to be available at the nodes, and the zero-forcing (ZF) criterion is used at both MA and BC stages of TWR. An optimal resource allocation problem is considered in order to maximize the sum-rate of the TWR under a total power constraint. The optimal power allocation scheme is derived by using the Karush-Kuhn-Tucker (KKT) conditions.

Next, we propose robust precoder-decoder design when the CSI is imperfect at the nodes. The design is based on minimizing the weighted mean square error (WMSE) of received signals. A channel estimation method is proposed for TWR systems using already known orthogonal sequence transmission techniques. Errors in the estimation are illustrated, and utilized in the joint precoder-decoder design problems. Both MA and BC stages are considered in the design. The WMSE based optimization problems become non-convex, and we present methods of solving those by suitable reformulation. Different scenarios are investigated to find the impact of the estimation error, antenna correlation, weighting parameters, relay location, and the number of antennas. Performance differences are highlighted comparing joint precoder-decoder design with other possibilities.

3.1 Zero-forcing precoding/decoding scheme

Here, we assume the perfect CSI is available at the nodes, therefore, the ZF precoders/decoders can be used at the nodes.
3.1.1 System model

We consider the basic TWR system model as illustrated in the Fig.3.1. Node 1 and node 2 transmit data between themselves with the assistance of a relay node. During the MA stage, both nodes 1 and 2 transmit their corresponding signals to the relay as shown in the Fig.3.1(a). The relay receives both signals at the same time and performs PNC as in [62] to estimate the XOR of the two transmitted symbol vectors. During the BC stage, the relay broadcasts the PNC mapped signal as shown in the Fig.3.1(b). Both nodes (1 and 2) estimate the broadcasted symbol, and reconstruct the desired symbol using XOR operation. We assume all nodes have same number of antennas $N$ and the relay is located at a normalized distance $d$ from the node 1. Node-to-relay channels undergo Rayleigh fading with $H_1 \in \mathbb{C}^{N \times N}$ and $H_2 \in \mathbb{C}^{N \times N}$. Entries of $H_1$ are assumed to be $\sim \frac{1}{d^\alpha} \mathcal{CN}(0,1)$ and entries of $H_2$ are assumed to be $\sim \frac{1}{(1-d)^\alpha} \mathcal{CN}(0,1)$, where $\alpha$ is the path loss exponent.

Multiple access stage

Precoding matrices are selected as pseudo-inverse of the channel matrices. Those are given by $H_1^\dagger = H_1^H (H_1 H_1^H)^{-1}$ and $H_2^\dagger = H_2^H (H_2 H_2^H)^{-1}$. Modulated symbol vectors are fed into the node 1 and 2, each given as, $s_1 = \left( s_{11}, s_{12}, ..., s_{1N} \right)^T$ and $s_2 = \left( s_{21}, s_{22}, ..., s_{2N} \right)^T$, where $s_{ik} \in \mathbb{C}$ ($i \in \{1,2\}, k \in \{1,2,..,N\}$). The powers of the transmitting signals should be less than the maximum available power. Therefore, the powers associated with the symbols are represented separately by $P_i = \text{diag}(\sqrt{p_1}, \sqrt{p_2}, ..., \sqrt{p_N})$. Moreover, throughout this section, the term $m_{ik}$ is used as the respective unmodulated information of $s_{ik}$. During the MA stage, the received signal vector $y_r$ at the relay is given by

$$y_r = P_1 s_1 + P_2 s_2 + n_r,$$

where $n_r \sim \mathcal{CN}(0, \sigma^2 I_N)$. 
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Fig 3.1. PNC based two-way relaying: (a) Multiple access stage; (b) Broadcasting stage.

Physical layer network coding at the relay

It is evident from (3.1) that the relay receives independent streams at each antenna. The received signal at the $k$th antenna of the relay $y_{rk}$ is given by

$$y_{rk} = \sqrt{p_1} s_{1k} + \sqrt{p_2} s_{2k} + n_{rk}, \quad k = 1, \ldots, N. \quad (3.2)$$

There is no interference from other streams, and this leads us to consider multi-stream PNC mapping as $N$ number of independent PNC operations. Therefore, the relay estimates $m_{rk} = m_{1k} \oplus m_{2k}$ from the received signal $y_{rk}$ ($\forall k$). ML detection can be used to estimate $m_{rk}$. There, we follow general definitions of PNC mapping as given in [62]. After the PNC mapping, the modulated symbol of $m_{rk}$, denoted by $s_{rk}$, is broadcast during the next time slot.
Broadcast (BC) stage

During the second time slot, relay broadcasts PNC mapped signal vector $s_r$ after being subjected to power levels $P_r = \text{diag} (\sqrt{p_{r1}}, \sqrt{p_{r2}}, \ldots, \sqrt{p_{rN}})$. As shown in the Fig.3.1(b), we consider ZF receivers at the node 1 and 2. The receiver side signal processing ensures that channel effect is no longer with the received signal, though the noise variance is not the same any longer. The received signals at nodes are given by

$$y_1 = P_r s_r + (H_1^H H_1^T)^{-1} (H_1^H n_1$$

$$y_2 = P_r s_r + (H_2^H H_2^T)^{-1} (H_2^H n_2), \quad (3.3)$$

where $n_1 \sim CN(0, \sigma^2 I_N)$ and $n_2 \sim CN(0, \sigma^2 I_N)$. The received signal $y_1$ at the node 1 is used to obtain $s_r$, which then mapped to unmodulated information $m_r = (m_{r1} m_{r2} \ldots m_{rN})^T$. Now, the XOR operation $m_{rk} \oplus m_{1k}$ is used to obtain $m_{2k}$ ($\forall k$). A similar procedure is applied at the node 2. This completes the two-way communication with two time slots.

### 3.1.2 Power allocation

Here, the optimal $P_1$, $P_2$ and $P_r$ are obtained to maximize the sum-rate of the MIMO TWR system. The total transmit power at all nodes is considered to be limited. For a given symbol stream, the weakest link of the transmission path decides the achievable rate. Therefore, the rate in each direction and each stream is defined by the minimum rate of the path. By considering all these facts the sum-rate $R_{\text{sum}}$ of the TWR system is given by

$$R_{\text{sum}} = \sum_{k=1}^{N} \left( \frac{1}{2} \min \left( R_{1r}^{k}, R_{1r}^{2} \right) + \frac{1}{2} \min \left( R_{2r}^{k}, R_{2r}^{1} \right) \right), \quad (3.4)$$

where $R_{ij}^{k}$ refers to the rate from $i$th node to $j$th node for the $k$th stream, $R_{ij}^{k}$ refers to the rate from $i$th node to $j$th node for the $k$th stream when PNC-mapped symbol is transmitted. There is a factor $1/2$ due to the two channel uses, required for the relaying. The achievable rates for the $k$th stream are
obtained as

\[ R_{1r}^k = \log_2 \left( 1 + \frac{p_{1k}}{\sigma^2} \right) \]  \hspace{1cm} (3.5)

\[ R_{2r}^k = \log_2 \left( 1 + \frac{p_{2k}}{\sigma^2} \right) \]  \hspace{1cm} (3.6)

\[ \bar{R}_{1r}^k = \log_2 \left( 1 + \frac{p_{rk}}{\left| H_2 H_2^H \right|_{kk}^{-1} \sigma^2} \right) \]  \hspace{1cm} (3.7)

\[ \bar{R}_{2r}^k = \log_2 \left( 1 + \frac{p_{rk}}{\left| H_1 H_1^H \right|_{kk}^{-1} \sigma^2} \right). \]  \hspace{1cm} (3.8)

During BC stage, the achievable rates (3.7) and (3.8) are obtained with the Shannon capacity equation by substituting relevant receiver SNR at each node. To the best of our knowledge, the exact rates for data streams during the MA stage of the PNC based TWR system have various expressions in the literature. In [141], the authors showed that it can reach to \( \log_2 (1 + \text{SNR}) \). Some argue that it can reach up to individual upper bound rates of the MA channel. In this analysis, we assume the individual upper bound rates as the achievable rates of the PNC based relaying, which are obtained as (3.5) and (3.6).

The PNC operation combines both receive symbols into one symbol, which ultimately contains both information. If the relay cannot transmit all received data, higher rates in the first time slot are useless. Therefore, the relationship among four rates in \( k \)th sub-stream can be written in the form of following inequalities.

\[ R_{1r}^k \leq \bar{R}_{1r}^k, \]  \hspace{1cm} (3.9)

\[ R_{2r}^k \leq \bar{R}_{2r}^k. \]  \hspace{1cm} (3.10)

With these observations, we formulate the following optimization problem to maximize the sum-rate of the two-way transmissions under the total transmit power constraint \( P_T \).

\[
\text{maximize } \sum_{k=1}^{N} \log_2 \left( 1 + \frac{p_{1k}}{\sigma^2} \right) + \sum_{k=1}^{N} \log_2 \left( 1 + \frac{p_{2k}}{\sigma^2} \right)
\]

\[
\text{subject to } \begin{align*}
\log_2 \left( 1 + \frac{p_{1k}}{\sigma^2} \right) & \leq \log_2 \left( 1 + \frac{p_{rk}}{\left| H_2 H_2^H \right|_{kk}^{-1} \sigma^2} \right) \\
\log_2 \left( 1 + \frac{p_{2k}}{\sigma^2} \right) & \leq \log_2 \left( 1 + \frac{p_{rk}}{\left| H_1 H_1^H \right|_{kk}^{-1} \sigma^2} \right) \\
\text{Tr} \left( H_1^H P_1 (H_1^H P_1)^H + H_2^H P_2 (H_2^H P_2)^H + P_r P_r^H \right) & \leq P_T.
\end{align*}
\]
The total transmit power constraint can be simplified into following form

$$
\sum_{k=1}^{N} |H_1|_{kk}^{-1} p_{1k} + \sum_{k=1}^{N} |H_2|_{kk}^{-1} p_{2k} + \sum_{k=1}^{N} p_{rk} \leq P_T. ~ (3.12)
$$

Furthermore, the rate constraints can be reformulated into a linear form without loss of generality. Then this power allocation problem becomes a convex optimization problem, and well-known optimization techniques can be used to solve it. Lagrangian for the problem is given as

$$
\Lambda = -\sum_{k=1}^{N} \log_2 \left( 1 + \frac{P_{1k}}{\sigma^2} \right) - \sum_{k=1}^{N} \log_2 \left( 1 + \frac{P_{2k}}{\sigma^2} \right) + \sum_{k=1}^{N} \lambda_{1k} \left( [H_2 H_2^H]_{kk}^{-1} p_{1k} \right.

- p_{r_k} \left. + \lambda_{2k} \left( [H_1 H_1^H]_{kk}^{-1} p_{2k} - p_{r_k} \right) + \lambda_0 \left( \sum_{k=1}^{N} [H_1 H_1^H]_{kk}^{-1} p_{1k} \right.

+ \left. [H_2 H_2^H]_{kk}^{-1} p_{2k} + p_{r_k} \right) - P_T \right),
$$

where the $\lambda_{1k}$ is the Lagrange multiplier associated with the $k$th inequality constraint, $\lambda_{2k}$ is the Lagrange multiplier associated with the $(N+k)$th inequality constraint, and $\lambda_0$ is the Lagrange multiplier associated with the $(2N+1)$th inequality constraint. KKT conditions \cite{142} are used to find optimum solutions.

$$
\frac{\partial \Lambda}{\partial p_{1k}} = \frac{-1}{\sigma^2 + p_{1k}^*} + \lambda_{1k}^* [H_2 H_2^H]_{kk}^{-1} + \lambda_0^* [H_1 H_1^H]_{kk}^{-1} = 0, \forall k ~ (3.14)
$$

$$
\frac{\partial \Lambda}{\partial p_{2k}} = \frac{-1}{\sigma^2 + p_{2k}^*} + \lambda_{2k}^* [H_1 H_1^H]_{kk}^{-1} + \lambda_0^* [H_2 H_2^H]_{kk}^{-1} = 0, \forall k ~ (3.15)
$$

$$
\frac{\partial \Lambda}{\partial p_{r_k}^*} = -\lambda_{1k}^* - \lambda_{2k}^* + \lambda_0^* = 0, \forall k ~ (3.16)
$$

$$
\lambda_{1k}^* \left( [H_2 H_2^H]_{kk}^{-1} p_{1k}^* - p_{r_k}^* \right) = 0, \forall k ~ (3.17)
$$

$$
\lambda_{2k}^* \left( [H_1 H_1^H]_{kk}^{-1} p_{2k}^* - p_{r_k}^* \right) = 0, \forall k ~ (3.18)
$$

$$
\lambda_0^* \left( \sum_{k=1}^{N} [H_1 H_1^H]_{kk}^{-1} p_{1k}^* + [H_2 H_2^H]_{kk}^{-1} p_{2k}^* + p_{r_k}^* \right) - P_T \right) = 0. ~ (3.19)
$$

In (3.19), $\lambda_0^*$ should be strictly positive to utilize all the power $P_T$. There are three possible scenarios for $\lambda_{1k}^*$ and $\lambda_{2k}^*$. Obtained optimal solutions are given below with each scenario.
1. When $\lambda_{1k}^* > 0$ and $\lambda_{2k}^* = 0$ ($[H_2 H_2^H]_{kk}^{-1} > [H_1 H_1^H]_{kk}^{-1}$)

\[
p_{1k}^* = \left( \frac{1}{[H_2 H_2^H]_{kk}^{-1} + [H_1 H_1^H]_{kk}^{-1} \lambda_0^*} - \sigma^2 \right)^+
\]

\[
p_{2k}^* = \left( \frac{1}{[H_2 H_2^H]_{kk}^{-1} \lambda_0^*} - \sigma^2 \right)^+
\]

\[
p_{rk}^* = \left( \frac{[H_2 H_2^H]_{kk}^{-1} [H_1 H_1^H]_{kk}^{-1}}{([H_2 H_2^H]_{kk}^{-1} + [H_1 H_1^H]_{kk}^{-1}) \lambda_0^*} - [H_2 H_2^H]_{kk}^{-1} \sigma^2 \right)^+
\]

(3.20)

2. When $\lambda_{1k}^* = 0$ and $\lambda_{2k}^* > 0$ ($[H_2 H_2^H]_{kk}^{-1} < [H_1 H_1^H]_{kk}^{-1}$)

\[
p_{1k}^* = \left( \frac{1}{[H_1 H_1^H]_{kk}^{-1} \lambda_0^*} - \sigma^2 \right)^+
\]

\[
p_{2k}^* = \left( \frac{1}{[H_2 H_2^H]_{kk}^{-1} + [H_1 H_1^H]_{kk}^{-1} \lambda_0^*} - \sigma^2 \right)^+
\]

\[
p_{rk}^* = \left( \frac{[H_1 H_1^H]_{kk}^{-1}}{([H_2 H_2^H]_{kk}^{-1} + [H_1 H_1^H]_{kk}^{-1}) \lambda_0^*} - [H_2 H_2^H]_{kk}^{-1} \sigma^2 \right)^+
\]

(3.21)

3. When $\lambda_{1k}^* > 0$ and $\lambda_{2k}^* > 0$ ($[H_2 H_2^H]_{kk}^{-1} = [H_1 H_1^H]_{kk}^{-1}$)

\[
p_{1k}^* = \left( \frac{2}{3[H_2 H_2^H]_{kk}^{-1} \lambda_0^*} - \sigma^2 \right)^+
\]

\[
p_{2k}^* = \left( \frac{2}{3[H_2 H_2^H]_{kk}^{-1} \lambda_0^*} - \sigma^2 \right)^+
\]

\[
p_{rk}^* = \left( \frac{2}{3\lambda_0^*} - [H_2 H_2^H]_{kk}^{-1} \sigma^2 \right)^+
\]

(3.22)

where $(x)^+ = \max(0, x)$. Considering all $N$ streams, we find the solutions for power variables as in (3.20)-(3.22). Next, (3.19) is used to evaluate $\lambda_0^*$. This provides the optimal power allocations to maximize the sum-rate of PNC based MIMO TWR system.
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3.1.3 Numerical results

In this section, we numerically analyze the proposed power allocation scheme to get an insight of the sum-rate in PNC based MIMO TWR system. Basic TWR system is considered where the relay is located at a normalized distance $d$ from the node 1. The channels $H_1$ and $H_2$ are generated using exponential path loss model, i.e. $\sim \frac{1}{d^2} \mathcal{CN}(0, 1)$ and $\sim \frac{1}{(1-d^2)^2} \mathcal{CN}(0, 1)$, respectively. At the relay node, independent ML estimations are used for all the streams to estimate XORs of transmitted messages. The modulated symbol vector is broadcast during the next time slot.

Since the primary goal of this section is to evaluate the proposed power allocation scheme, two other power allocation methods are considered to compare the performance. The first method is a sub-optimal power allocation method where the powers are obtained by considering $R_k^1 = \bar{R}^{1}_{k}$ and $R_k^2 = \bar{R}^{2}_{k}$. The power is not wasted on this method as the rates matched each other. The second method is equal power allocation strategy, where all the power variables use the same value. Fig.3.2 shows the behaviour of the average sum-rate with the total
power $P_T$. Each node consists of two antennas and the normalized distance to the node 1 to relay is $d = 0.5$. As clearly visible in the figure, the sum-rate for optimum power allocation scheme provides a better performance than the other two schemes.

In the next numerical example, we change the location of the relay. The total power is fixed as $P_T/\sigma^2 = 10$ dB, and all nodes equipped with two antennas. Fig.3.3 illustrates the variation of the average sum-rate with $d$. Three power allocation schemes are used as in the previous example. A clear advantage with the proposed optimal power allocation scheme is visible in Fig.3.3. The maximum sum-rate is highest when the relay is located at the center of both node 1 and 2.

### 3.2 Joint precoder-decoder design

In this section, we propose a joint precoder-decoder design for PNC based MIMO TWR system. The design is considered with imperfect CSI and antenna corre-
lations at the nodes.

3.2.1 System model

The same MIMO TWR system model is assumed as in the earlier section. Now, Fig. 3.4 illustrates the MA and BC stages of TWR communication. During the MA stage, the nodes 1 and 2 transmit $s_1$ and $s_2$ after precoded by $F_1 \in \mathbb{C}^{N \times N}$ and $F_2 \in \mathbb{C}^{N \times N}$. The relay receives both signals at the same time and uses the decoder $G \in \mathbb{C}^{N \times N}$ prior performing any PNC operation. During BC stage, the relay retransmits PNC mapped symbol vector $s_r$ after being subjected to a precoder $F_r \in \mathbb{C}^{N \times N}$. Both nodes 1 and 2 use decoders $G_1 \in \mathbb{C}^{N \times N}$ and $G_2 \in \mathbb{C}^{N \times N}$ and each reconstructs the required symbol with the help of their own information. All nodes dynamically adjust their precoders and decoders matrices with the channel information.

Moreover, we consider $R_i \in \mathbb{C}^{N \times N}$ as the antenna correlation matrix of the $i$th node ($i = 1, 2$), and $R_r \in \mathbb{C}^{N \times N}$ is the antenna correlation matrix at the relay node. These matrices are assumed to be symmetric. We denote $H_{m1} = R_1^T H_1 R_1^T$ and $H_{m2} = R_2^T H_2 R_2^T$ to be the channel matrices from node 1-to-relay and node 2-to-relay. The reverse channels are denoted as $H_{b1} = R_1^T H_1^T R_1^T$ and $H_{b2} = R_2^T H_2^T R_2^T$. Antenna correlations are also assumed to be known at the nodes. During the MA stage, the post-processed received signal vector $y_r \in \mathbb{C}^{N \times 1}$ at the relay is given by

$$y_r = G H_{m1} F_1 s_1 + G H_{m2} F_2 s_2 + G n_r,$$

where notations are similar to the previous section.

Physical layer network coding at the relay

The post-processed signal $y_r$ can be used to obtain the estimate corresponding to the sum of modulated signals $(s_1 + s_2)$, which leads to $N$ number of spatial streams. The $k$th entry of the post-processed signal $y_r$ can be used to obtain the estimate corresponding to $s_{1k} + s_{2k}$. This scheme reduces the complexity of the MIMO PNC mapping [68]. We denote the PNC mapping of $s_{1k} + s_{2k}$ as $s_{rk} \in \mathbb{C}$ ($k = 1, \ldots, N$). During the next time slot, $s_r = (s_{r1} s_{r2} \ldots s_{rN})^T$ is broadcast to other nodes.
For each stream, two categories of PNC mapping are possible at the relay. In the first method, the estimate corresponding to $s_{1k} + s_{2k}$ ($k = 1, \ldots, N$) is mapped to XOR of two transmitted unmodulated information [62]. This is possible for simple modulation schemes like BPSK and quadrature phase shift keying (QPSK). Then, the modulated version of the XOR is broadcast during the next time slot. Each node estimates the $s_r$, and uses that to find the desired symbol which is transmitted by other node. The second method is appropriate for many modulation schemes, where the estimate corresponding to $s_1 + s_2$ is broadcast during the BC stage [64, 72]. Here, we present generalized discussion that is valid for both schemes. More importantly, the accuracy of the PNC mapping is dependent on the estimate of the sum of two symbols. Thus, it is evident that an optimum joint precoder-decoder design is needed to
have an accurate estimation process.

The received signal $y_1 \in \mathbb{C}^{N \times 1}$ at the node 1 during the BC stage is given by

$$y_1 = G_1 H_{b1} F_r s_r + G_1 n_1,$$

(3.24)

Similarly, the received signal vector $y_2 \in \mathbb{C}^{N \times 1}$ at the node 2 is given by

$$y_2 = G_2 H_{b2} F_r s_r + G_2 n_2,$$

(3.25)

The precoder-decoder matrices during the BC stage can be obtained via similar MSE approach.

The CSI of $H_1$ and $H_2$ are required at the nodes to find these precoders and the decoder. The following sub-section describes the channel estimation procedure at nodes 1 and 2 to accomplish this.

**Channel estimation**

Prior to data transmission, the relay node transmits an orthogonal training sequence [92, 143] to estimate channels. We assume the channel coherence interval is high enough to transmit such training sequence to estimate the channels. The relay broadcasts $X_t$ training sequence, where $X_t$ is an $N \times N$ matrix. The received signal at the node 1 is given by

$$Y_1 = H_{b1} X_t + N_1,$$

(3.26)

where $N_1$ is an $N \times N$ matrix with entries $\sim \mathcal{C}\mathcal{N}(0, \sigma^2_{N1})$. As commonly used in orthogonal sequence channel estimation [92], we use $X_t = R_{r}^{-\frac{1}{2}} X$, where $X$ is a unitary $N \times N$ matrix with multiplication factor $\sqrt{P_r/\text{Tr}(R_{r}^{-1})}$ with the relay transmit power $P_r$. The node 1 pre-multiplies the received signal matrix by $R_{r}^{-\frac{1}{2}}$ and post-multiplies it by $X^{-1}$. Therefore, the received channel matrix $\tilde{H}_{1}^T$ is given by

$$\tilde{H}_{1}^T = R_{r}^{-\frac{1}{2}} R_{t}^T H_{b1}^T R_{r}^{-\frac{1}{2}} X X^{-1} + R_{r}^{-\frac{1}{2}} N_1 X^{-1} = H_{1}^T + R_{r}^{-\frac{1}{2}} \tilde{N}_1,$$

(3.27)

where $\tilde{N}_1$ is an $N \times N$ matrix with entries $\sim \mathcal{C}\mathcal{N}(0, \sigma^2_{N1})$ and $\sigma^2_{N1} = \sigma^2_{X} \text{Tr}(R_{r}^{-1})/P_r$. The minimum MSE (MMSE) criterion is used to obtain the channel estimate from $\tilde{H}_{1}^T$. The MMSE estimate is

$$\ddot{H}_{1}^T = \mathcal{E}(H_{1}^T | \tilde{H}_{1}^T) = [I_N + \sigma^2_{N1} R_{r}^{-1}]^{-1} \tilde{H}_{1}^T.$$

(3.28)
The estimation error can be obtained [94] as \( R^{-\frac{1}{2}} [I_N + \sigma_i^2 R_i^{-1}]^{-\frac{1}{2}} E_1 \), where \( E_1 \) is an \( N \times N \) matrix with entries \( \sim \mathcal{CN}(0, \sigma_i^2) \). Therefore, the channel matrix now consists of MMSE estimate and the estimation error part as

\[
H_i^T = \bar{H}_i^T + R_i^{-\frac{1}{2}} [I_N + \sigma_i^2 R_i^{-1}]^{-\frac{1}{2}} E_1. \tag{3.29}
\]

A similar result is valid for the estimation of \( H_{i2}^T \) and it is given by \( H_{i2}^T = \bar{H}_{i2}^T + R_{i2}^{-\frac{1}{2}} [I_N + \sigma_i^2 R_{i2}^{-1}]^{-\frac{1}{2}} E_2 \), where \( E_2 \) is an \( N \times N \) matrix with entries \( \sim \mathcal{CN}(0, \sigma_i^2) \) and \( \sigma_i^2 = \sigma_N^2 \text{Tr}(R_i^{-1})/P_i \).

Since we assume the channel reciprocity, using (3.28) and (3.29) we can write the node \( i \)-to-relay channels \( H_{mi} \) as

\[
H_{mi} = R_i^{\frac{1}{2}} H_i R_i^{\frac{1}{2}} = R_i^{\frac{1}{2}} \bar{H}_i R_i^{\frac{1}{2}} + R_i^{\frac{1}{2}} E_i^T [I_N + \sigma_i^2 R_i^{-1}]^{-\frac{1}{2}} R_i^{-\frac{1}{2}} R_i^{\frac{1}{2}} \quad i = 1, 2. \tag{3.30}
\]

Correlation matrices are assumed as symmetric, and for simplicity, we denote \( \bar{H}_{mi} = R_i^{\frac{1}{2}} \bar{H}_i R_i^{\frac{1}{2}} \) and \( E_{mi} = R_i^{\frac{1}{2}} E_i^T [I_N + \sigma_i^2 R_i^{-1}]^{-\frac{1}{2}} \), where these represent each channel matrix with a mean part and an estimation error part. We use these estimated channels to design precoders and decoders.

### 3.2.2 Problem formulation

As the MA and BC stages of TWR are different from each other, the analysis is considered separately for both stages. For each stage, the total power considered to be limited. Therefore, \( P_T \) is considered as the maximum transmit power available in each stage. A similar problem formulation and solving procedure is valid for individual power constraints of nodes.

**Multiple access stage**

In this stage, both nodes \( 1 \) and \( 2 \) transmit to the relay, and the transmitted powers of the nodes should satisfy the following constraint

\[
\text{Tr}(F_1 F_1^H) + \text{Tr}(F_2 F_2^H) \leq P_T, \tag{3.31}
\]

where \( \mathcal{E}\{s_is_i^H\} = I_N \quad (i = 1, 2) \). The received signal (3.23) during the MA stage is used to estimate \( s_1 + s_2 \). Therefore, the estimation error vector \( e_r \) at the relay node can be defined as

\[
e_r = G_{H_{m1}} F_1 s_1 + G_{H_{m2}} F_2 s_2 + G_{n_r} - s_1 - s_2. \tag{3.32}
\]
Data streams may need different quality of service (QoS). This is facilitated by introducing weights for different streams. A diagonal $N \times N$ positive definite weight matrix $W$ is used for that purpose. Then, the WMSE at the relay node can be expressed as

$$\text{WMSE}_m = E_x \{ \| W^{1/2} e_r \|^2 \} = \text{Tr}(W E_x \{ e_r e_r^H \}), \quad (3.33)$$

where $E_x \{ e_r e_r^H \}$ is given by

$$E_x \{ e_r e_r^H \} = (G H m_1 F_1 - I_N)(G H m_1 F_1 - I_N)^H + \sigma^2 G G^H + (G H m_2 F_2 - I_N)(G H m_2 F_2 - I_N)^H. \quad (3.34)$$

We use $E_x \{ s_i s_i^H \} = I_N$ ($i = 1, 2$), $E_x \{ s_1 s_2^H \} = 0_{N \times N}$, $E_x \{ s_i n_i^H \} = 0_{N \times N}$ ($i = 1, 2$), and $E_x \{ n_i n_i^H \} = \sigma^2 I_N$ to obtain (3.34).

The performance of the TWR system and accuracy of the PNC mapping can be improved by minimizing the WMSE$_m$ subject to the total power constraint. Then the solutions of the optimum precoders and decoder can be used at the nodes. However, for given channel instances of $H_{m1}$ and $H_{m2}$, the estimation error becomes a random variable. The error has a Gaussian distribution, and we focus on the expected value of the WMSE$_m$, given as,

$$E \{ \text{WMSE}_m \} = E \left\{ \text{Tr} \left( W (G H_{m1} F_1 - I_N)(G H_{m1} F_1 - I_N)^H + \sigma^2 W G G^H \right. \right.$$

$$+ W (G H_{m2} F_2 - I_N)(G H_{m2} F_2 - I_N)^H \bigg) \right\}. \quad (3.35)$$

Channel estimates in (3.30) consist of the MMSE estimate and the error part as $H_{mi} = H_{mi} + E_{mi}$ for $i = 1, 2$. Therefore, expanding (3.35) into

$$E \{ \text{WMSE}_m \} = \sum_{i=1}^{2} E \left\{ \text{Tr} \left( W G H_{m1} F_i H_{m1}^H G^H + W G E_{m1} F_i H_{m1}^H G^H \right. \right.$$

$$+ W G H_{m1} F_i H_{m1}^H E_{mi}^H G^H + W G E_{m1} F_i H_{m1}^H E_{mi}^H G^H$$

$$- W G H_{m1} F_i - W F_i H_{m1}^H G^H - W G E_{m1} F_i - W F_i E_{mi}^H G^H \bigg) \right\} + \text{Tr}(2W + \sigma^2 W G G^H). \quad (3.36)$$
We know this is a non-convex optimization problem. In Section 3.2.3, we propose an algorithm to solve this optimally.
Broadcasting stage

The PNC mapped symbol $s_r$ is broadcast during this stage. Similar to the MA stage, the joint design is considered to minimize the WMSE of received signals at nodes. The transmit power at the relay node should satisfy the following constraint

$$\text{Tr}(\mathbf{F}_r \mathbf{F}_r^H) \leq P_T / \rho.$$  (3.42)

where we assume $\mathcal{E}_s\{s, s_r^H\} = \rho \mathbf{I}_N$ with ($\rho \geq 1$) is the normalized average power compared to the average power of symbol $s_{ik}$. The $\rho$ depends on the modulation alphabet of the PNC mapped signal. For BPSK and QPSK schemes $\rho = 1$, where the PNC mapped symbol can be transmitted with the same modulation.

The estimation error vector at $i$th node is given as

$$\mathbf{e}_i = \mathbf{G}_i \mathbf{H}_b_i \mathbf{F}_r s_r + \mathbf{G}_i \mathbf{n}_i - s_r.$$  (3.43)

A similar method as in the MA stage is used to provide QoS for different streams. Then, the WMSE at node $i$ can be evaluated as,

$$\text{WMSE}_i = \rho \mathbf{W}(\mathbf{G}_i \mathbf{H}_b_i \mathbf{F}_r - \mathbf{I}_N)(\mathbf{G}_i \mathbf{H}_b_i \mathbf{F}_r - \mathbf{I}_N)^H + \sigma^2 \mathbf{W} \mathbf{G}_i \mathbf{G}_i^H. \quad i = 1, 2$$  (3.44)

The channel $\mathbf{H}_b_i$ has random error component. Therefore, the expected value of the WMSE$_i$ is considered to find optimum precoder-decoder matrices. The expected value of the WMSE$_i$ can be obtained as

$$\mathbb{E}\{\text{WMSE}_i\} = \rho \text{Tr}(\mathbf{W} \mathbf{G}_i \mathbf{H}_b_i^H \mathbf{F}_r \mathbf{H}_b_i^* \mathbf{G}_i^H - \mathbf{W} \mathbf{G}_i \mathbf{H}_b_i^H \mathbf{F}_r - \mathbf{W} \mathbf{F}_r^H \mathbf{H}_b_i^* \mathbf{G}_i^H + \mathbf{W}) + \rho \sigma^2 \text{Tr}(\mathbf{L}_i)\text{Tr}(\mathbf{K}) + \text{Tr}(\sigma^2 \mathbf{W} \mathbf{G}_i \mathbf{G}_i^H) \quad i = 1, 2,$$  (3.45)

where $\mathbf{L}_i = (\mathbf{I}_N + \sigma_i^2 \mathbf{R}_i^{-1})^{-\frac{1}{2}} \mathbf{G}_i^H \mathbf{W} \mathbf{G}_i^H (\mathbf{I}_N + \sigma_i^2 \mathbf{R}_i^{-1})^{-\frac{1}{2}}$, and $\mathbf{K} = \mathbf{R}_i^{-\frac{1}{2}} \mathbf{F}_r \mathbf{F}_r^H \mathbf{R}_i^{-\frac{1}{2}}$.

Both $\mathbb{E}\{\text{WMSE}_1\}$ and $\mathbb{E}\{\text{WMSE}_2\}$ should be minimized during the BC stage. Here, we consider sum-WMSE, and the problem is formulated as

$$\mathcal{B} : \min_{\mathbf{F}_r, \mathbf{G}_1, \mathbf{G}_2} \frac{1}{2} \mathbb{E}\{\text{WMSE}_1\} + \frac{1}{2} \mathbb{E}\{\text{WMSE}_2\}$$  subject to $\text{Tr}(\mathbf{F}_r \mathbf{F}_r^H) \leq P_T / \rho.$  (3.46)

The problem $\mathcal{B}$ is non-convex, and solutions are proposed in the next section.
3.2.3 Optimum joint designs

Here, we propose algorithms to solve the non-convex optimization problems $A$ and $B$. Specially, it can be proved that both problems have global minima, and we can achieve those using our proposed algorithms. The proof is given in Appendix 6.

Optimum precoder-decoder design for MA stage

Here, an algorithm is proposed to solve problem $A$ by dividing the problem into two sub-problems. Two different sets of variables can be identified to form sub-problems, where the precoders can be categorized into one set of variables and the decoder into the other. With these observations, we proceed with the following method. First, the precoders $F_1$ and $F_2$ are considered to be fixed. We find $G$ to minimize expected value of $WMSE_m$. Next, the decoder $G$ is considered to be fixed and $F_1$ and $F_2$ are variables. These are identified as the two sub-problems of the original problem. The sub-problems are solved iteratively until $G$, $F_1$ and $F_2$ converge to fixed matrices.

Sub-problem $A_1$

The $F_1$ and $F_2$ are fixed, and the problem reduced to the following form,

$$A_1 : \min_G \mathbb{E}_E\{WMSE_m\}. \quad (3.47)$$

The power constraint is independent of $G$. We take derivative of the objective function and make that equal to zero. The solution for $G$ is the optimum during that iteration and is given as a function of $F_1$, $F_2$ and other parameters.

$$\frac{\partial \mathbb{E}_E\{WMSE_m\}}{\partial G^*} = 0, \quad (3.48)$$

$$G = (F_1^H \bar{H}_{m1}^H + F_2^H \bar{H}_{m2}^H)(\bar{H}_{m1} F_1 F_1^H \bar{H}_{m1}^H + \bar{H}_{m2} F_2 F_2^H \bar{H}_{m2}^H$$

$$+ \sigma_1^2 \text{Tr}(Q_1)R_r + \sigma_2^2 \text{Tr}(Q_2)R_r + \sigma^2 I_N)^{-1}. \quad (3.49)$$

Complex valued matrix function differentiation as in [144] is used to obtain the result.
Sub-problem \( \mathcal{A}_2 \)

Now, \( \mathbf{G} \) is fixed in the problem \( \mathcal{A} \). Then, the modified optimization problem can be reformulated as

\[
\begin{align*}
\min_{\mathbf{F}_1, \mathbf{F}_2} & \quad \sum_{i=1}^{2} (\text{Tr}(\mathbf{WGH}_m \mathbf{F}_i \mathbf{F}_i^H \mathbf{H}_i^H \mathbf{G}^H - \mathbf{WGH}_m \mathbf{F}_i - \mathbf{WF}_i \mathbf{H}_i^H \mathbf{G}^H) \\
& \quad + \sigma_i^2 \text{Tr}(\mathbf{Q}_i \mathbf{P}_i) + \text{Tr}(2\mathbf{W} + \sigma^2 \mathbf{WGG}^H) \\
\text{s. t.} & \quad \text{Tr}(\mathbf{F}_1 \mathbf{F}_1^H) + \text{Tr}(\mathbf{F}_2 \mathbf{F}_2^H) \leq P_T.
\end{align*}
\]  

(3.50)

A variable transformation is considered before solving this problem. Define new matrix variables \( \mathbf{F} \in \mathbb{C}^{2N \times 2N} \) as \( \mathbf{F} = [\mathbf{F}_1 \ 0_{N \times N}; 0_{N \times N} \ \mathbf{F}_2] \). We also define the following matrices \( \mathbf{A} \) and \( \mathbf{C} \) to simplify the other parameters, where

\[
\mathbf{A} = [\mathbf{W} \mathbf{G}^H \mathbf{H}_m 1 \ 0_{N \times N}; 0_{N \times N} \ \mathbf{W} \mathbf{G}^H \mathbf{H}_m 2],
\]

and

\[
\mathbf{C} = \begin{bmatrix}
\sigma_1^2 \text{Tr}(\mathbf{P}_1) (\mathbf{I}_N + \sigma_1^2 \mathbf{R}_1^{-1})^{-\frac{1}{2}} & 0_{N \times N} \\
0_{N \times N} & \sigma_2^2 \text{Tr}(\mathbf{P}_2) (\mathbf{I}_N + \sigma_2^2 \mathbf{R}_2^{-1})^{-\frac{1}{2}}
\end{bmatrix}.
\]  

(3.51)

Then the reformulated optimization problem is given as

\[
\begin{align*}
\min_{\mathbf{F}} & \quad \text{Tr}(\mathbf{F}^H (\mathbf{A}^H \mathbf{A} + \mathbf{C}^H \mathbf{C}) \mathbf{F}) - 2\Re(\text{Tr}(\mathbf{W}^H \mathbf{A} \mathbf{F})) + \text{Tr}(2\mathbf{W} + \sigma^2 \mathbf{WGG}^H) \\
\text{s. t.} & \quad \text{Tr}(\mathbf{F} \mathbf{F}^H) \leq P_T,
\end{align*}
\]  

(3.52)

where \( \mathbf{A}^H \mathbf{A} \) is a positive semi-definite matrix. This is convex and is known as the quadrature matrix programming (QMP) problem. We transpose this into quadratic constrained quadratic programming (QCQP) problem which is given by

\[
\mathcal{A}_2 : \quad \min_{\mathbf{z}} & \quad \text{vec}(\mathbf{F})^* (\mathbf{I}_{2N} \otimes (\mathbf{A}^H \mathbf{A} + \mathbf{C}^H \mathbf{C})) \text{vec}(\mathbf{F}) \\
& \quad - 2\Re(\text{vec}((\mathbf{W}^H \otimes \mathbf{I}_N) \mathbf{A} \mathbf{F})^*) + cm \\
\text{s. t.} & \quad \text{vec}(\mathbf{F})^* (\mathbf{I}_{2N} \otimes \mathbf{I}_{2N}) \text{vec}(\mathbf{F}) \leq P_T,
\]  

(3.53)

where \( \mathbf{z} = \text{vec}(\mathbf{F}) \) and \( cm = \text{Tr}(2\mathbf{W} + \sigma^2 \mathbf{WGG}^H) \). This can be easily solved with QCQP solvers, which ultimately gives optimum matrices of \( \mathbf{F}_1 \) and \( \mathbf{F}_2 \) in that iteration. In the numerical analysis, we use interior point method to solve this sub-problem.
Algorithm 3.1 Joint design for MA stage

Information about \( N, \mathbf{H}_i, \mathbf{R}_i, \mathbf{R}_r, P_T, \sigma^2_N, \) and \( \sigma^2 (i = 1, 2) \) is available.

1: initialize: Precoders \( \mathbf{F}_i = \sqrt{(P_T/2N)}\mathbf{I}_N \) \((i = 1, 2)\).
2: repeat
3: Fix \( \mathbf{F}_1 \) and \( \mathbf{F}_2 \) obtained from step 4 (Or step 1 at initial point). Find optimum \( \mathbf{G} \) from (3.49).
4: Fix \( \mathbf{G} \) obtained from step 3. Solve problem \( \mathcal{A}_2 \) to find optimum \( \mathbf{F} \). Then, obtain \( \mathbf{F}_1 \) and \( \mathbf{F}_2 \).
5: until \( |WMSE^{k+1}_m - WMSE^k_m| \leq \epsilon \), where \( k \) denotes the iteration number, and \( \epsilon (< 1) \) is a positive constant.
6: Update precoders and decoder at all nodes.

To solve original problem \( \mathcal{A} \), we start by fixing \( \mathbf{F}_1 \) and \( \mathbf{F}_2 \) giving initial values. The sub-problems \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) are iteratively solved until the objective gives fixed value. The final algorithm is given as Algorithm 3.1.

The proposed algorithm converges rapidly with a small number of iterations. Initialization point does not have any effect on the final convergence point. According to the Appendix 6, this always reaches the global optimum.

Optimum precoder decoder design for BC stage

During the BC stage, the joint precoder-decoder matrices are obtained by solving problem \( \mathcal{B} \). Similar to the MA stage, an iterative algorithm is used to find the optimum solution. First, we consider fixed \( \mathbf{F}_r \) matrix, and find \( \mathbf{G}_1 \) and \( \mathbf{G}_2 \). Next, \( \mathbf{G}_1 \) and \( \mathbf{G}_2 \) are fixed to find \( \mathbf{F}_r \). These can be identified as two sub-problems of the original problem \( \mathcal{B} \).

Sub-problem \( \mathcal{B}_1 \)

When \( \mathbf{F}_r \) is fixed, and the problem \( \mathcal{B} \) reduces to

\[
\mathcal{B}_1 : \min_{\mathbf{G}_1, \mathbf{G}_2} \frac{1}{2} \mathbb{E}_E\{WMSE_1\} + \frac{1}{2} \mathbb{E}_E\{WMSE_2\}, \quad (3.54)
\]

the power constraint is independent of \( \mathbf{G}_1 \) and \( \mathbf{G}_2 \). Therefore, we take the first derivative of the objective function over \( \mathbf{G}_1 \) and \( \mathbf{G}_2 \), and make those equal to
zero. Optimal $G_i$ ($i = 1, 2$) is given as

$$G_i = \rho^{H_i} \bar{H}_m (\rho^{H_i} F_r H_r^H \bar{H}_m + \rho \sigma^2_i \text{Tr}(K) (I_N + \sigma^2_i R^{-1})^{-1} + \sigma^2_i I_N)^{-1}. \quad (3.55)$$

Sub-problem $B_2$

When the decoders $G_1$ and $G_2$ are fixed, the problem $B$ becomes

$$\begin{align*}
\min_{F_r} & \sum_{i=1}^{2} \frac{\rho}{2} \left( \text{Tr}(W G_i H_m^T F_r F_r^H H_m^H G_i^H - W G_i H_m^T F_r - W F_r^H H_m^H G_i^H) \\
& + \sigma^2_i \text{Tr}(L_i) \text{Tr}(K) \right) + \frac{1}{2} \text{Tr}(2\rho W + \sigma^2 W G_1^H G_1^H + \sigma^2 W G_2^H G_2^H) \\
\text{s. t.} & \quad \text{Tr}(F_r F_r^H) \leq P_T / \rho.
\end{align*} \quad (3.56)$$

This problem can also transform into QCQP, which is given by

$$B_2 : \min_{z} \frac{\rho}{2} \text{vec}(F_r)^* \left( \sum_{i=1}^{2} I_N \otimes (A_i^H A_i + C_i^H C_i) \right) \text{vec}(F_r)$$

$$- \rho \Re \left( \text{vec}(B^H) \text{vec}(F_r) \right) + c_b$$

$$\text{s. t.} \quad \text{vec}(F_r)^* (I_N \otimes I_N) \text{vec}(F_r) \leq P_T / \rho,$$

where $z = \text{vec}(F_r)$, $A_i = W^H G_i H_m^T$, $C_i = \sqrt{\sigma^2_i \text{Tr}(L_i)} R_i^T$, $B = W G_1 H_m^T + W G_2 H_m^T$, and $c_b = \text{Tr}(\rho W + \frac{1}{2} \sigma^2 W G_1^H G_1^H + \frac{1}{2} \sigma^2 W G_2^H G_2^H)$. This is a convex problem, and can be solved with any QCQP solver. We use interior point method to solve this in our numerical analysis. Finally, the problem $B$ can be solved with Algorithm 3.2.

The proposed algorithm converges with a small number of iterations, and initial point does not have any effect on the final solution. As we explain in Appendix 6, this reaches the global optimum.

We assume the proposed algorithms are used at the node 1 and 2. This requires exchanging estimated CSI between two nodes. Furthermore, once the algorithms are converged, the relay precoder $F_r$, and decoder $G$ are sent to the relay node.
Algorithm 3.2 Joint design for BC stage

Information about \( N, \overline{H}_i, R_i, R_r, P_r, P_T, \rho, \sigma^2_{N_i}, \) and \( \sigma^2 (i = 1, 2) \) is available.

1: initialize : Precoder \( \mathbf{F}_r = \sqrt{(P_T/\rho N)} \mathbf{I}_N \).
2: repeat
3: Fix \( \mathbf{F}_r \) obtained from step 4 (Or step 1 at initial point). Find optimum \( \mathbf{G}_1 \) and \( \mathbf{G}_2 \) from (3.55).
4: Fix \( \mathbf{G}_1 \) and \( \mathbf{G}_2 \) obtained from step 3. Solve problem \( \mathcal{B}_2 \) to find optimum \( \mathbf{F}_r \).
5: until \( |WMSE_{k+1}^{1} + WMSE_{k+1}^{2} - WMSE_{k}^{1} - WMSE_{k}^{2}| \leq \epsilon \).
6: Update precoder and decoders at all nodes.

3.2.4 Numerical results

In this section, we provide numerical examples using the proposed algorithms to illustrate the effects of channel estimation error, correlation coefficients, relay location, and weight parameters on the error probability. For our Monte Carlo simulations, the node-to-relay channels are generated using exponential path loss model, where entries of \( \mathbf{H}_1 \) are \( \sim \frac{1}{d^2} \mathcal{CN}(0,1) \) and entries of \( \mathbf{H}_2 \) are taken to be \( \sim \frac{1}{(2-d)^2} \mathcal{CN}(0,1) \), with \( 2 \) is the path loss exponent and \( d \) is the normalized distance. The distance between any node to mid-point of two nodes is considered as the reference distance. The antenna correlation matrix at the node 1 is defined by \( (\mathbf{R}_1)_{ij} = \rho_{S_1} \delta_{i-j} \) (i.e., \( i, j \in \{1, \ldots, N\} \)), where \( \rho_{S_1} \) is the correlation coefficient. A similar definition is used for \( \mathbf{R}_2 \) and \( \mathbf{R}_r \) with correlation coefficients \( \rho_{S_2} \) and \( \rho_R \), respectively. For a given channel realization, the noise matrices \( \mathbf{N}_1 \) and \( \mathbf{N}_2 \) are generated with entries \( \sim \mathcal{CN}(0,\sigma^2) \). Here, the variance of the noise is considered equal at all nodes, i.e., \( \sigma^2_{N_i} = \sigma^2 \) for \( i = 1, 2 \). The MMSE estimates \( \overline{H}_1 \) and \( \overline{H}_2 \) are obtained according to (3.27) - (3.28). The estimation error part \( \mathbf{E}_{mi} \) (\( i = 1, 2 \)) of channel estimation is considered as in (3.30), and the error variance \( \sigma_i^2 \) is used to quantify the contribution of the error. In particular, the error variance \( \sigma_i^2 \) is obtained by \( \sigma_i^2 = \sigma^2 \text{Tr}(\mathbf{R}_r^{-1})/P_r \), where \( P_r \) is changed to vary \( \sigma_i^2 \).

Algorithm 3.1 and 3.2 are used to find precoder and decoder matrices at the MA and BC stages for each channel realization. We consider the nodes transmit BPSK symbols with average transmit SNR \( \gamma \). The relay node performs independent ML estimations for all the streams to estimate the sum of transmitted
symbols, and broadcasts the estimated summation during the next slot. Therefore, the average normalized power $\rho$ of the broadcast symbol equals to two. Many of the following examples are performed for 10000 channel realizations.

Fig. 3.5 shows the average BER (ABER) performance with the transmit SNR ($\gamma$) of a modulated symbol. The ABER is obtained by using average error rates at both nodes after a complete cycle. The weighting matrix is considered as $W = \frac{1}{N}I_N$, the relay is located at mid-point ($d = 1$), number of antennas $N = 2$, convergence constant $\epsilon = 0.0001$, and total transmit power $P_T$ is selected such that $P_T / \sigma^2 = 8\gamma$. We consider both perfect and imperfect channel estimation scenarios with different antenna correlation coefficients. As seen in Fig.3.5, joint precoder-decoder design with the perfect channel knowledge performs better than the rest. The performance degrades when the estimation error increases. This figure also shows the antenna correlation effect on the ABER. It is clear that when all nodes have some amount of correlation, the performance is degraded, whereas a significant difference is visible in the perfect estimation.

Next, we consider two other design schemes to compare the benefits of the proposed scheme. The scheme A considers signal processing only at the nodes 1
and 2 during both MA and BC stages. During the MA stage, optimum precoder design is utilized to minimize WMSE at the nodes. Here, decoder is not taken into account. Similarly, at the BC stage, the decoder design is employed to minimize WMSE, where a precoder at the relay is not considered. The scheme B is the opposite of the previous scheme. During the MA stage, a decoder at the relay node is used. During BC stage, a precoder at the relay is considered. These two schemes are useful to find the benefits of the proposed joint design. Fig.3.6 shows the ABER variation of these three schemes with the transmit SNR. We consider $W = \frac{1}{N}I_N$, $N = 2$, $\epsilon = 0.0001$, $P_T/\sigma^2 = 8\gamma$ and $d = 1$. Fig.3.6 shows that the joint design scheme performs better than the rest. In the low SNR region, the scheme A gives a small variation in ABER performance, whereas when SNR increases the joint design has a significant performance improvement. When the error variance is high, the difference between the joint design and scheme A is small.

In Fig.3.7, we consider the ABER variation with normalized distance $d$. The BER of the bi-directional transmissions and the average BER are considered with $N = 2$, $\epsilon = 0.0001$, $\gamma = 15$ dB and $P_T/\sigma^2 = 8\gamma$. It can be seen that the
Fig 3.7. Average BER variation with normalized distance ($d$) for three different design schemes. $N = 2$, $\gamma = 15$ dB and $P_T/\sigma^2 = 8\gamma$

Fig 3.8. Average MSE variation with SNR ($\gamma$) for different weight parameters in the multiple access stage. $N = 2$, $P_T/\sigma^2 = 8\gamma$
Fig 3.9. Average MSE variation for node 1 with SNR ($\gamma$) for different weight parameters in broadcasting stage. $N = 2$, $P_T/\sigma^2 = 8\gamma$.

Fig.3.8 shows the average MSE (AMSE) of the first data stream received at the relay (during MA stage). Same simulation parameters are used as in the Fig.3.6. The data stream is considered with three possible weights 0.25, 0.50, and 0.75. The AMSE reduces with the transmit SNR for each scenario. More importantly, when the weight parameter is high, the AMSE is lower. This is therefore suitable to provide specific QoS requirements for multiple streams. Fig.3.9 shows a similar numerical analysis for the BC stage. The received signal at the node 2 is used to find AMSE. Here, we assume antenna correlation at nodes, and it can be seen that the correlation has a less impact on the performance compared to channel estimation errors.

Fig 3.10 shows the average number of iterations required for the convergence of the Algorithms 3.1 and 3.2. We use $W = \frac{1}{N}I_N$, $\gamma = 4$ dB, $\sigma_1^2 = \sigma_2^2 = 0.02$, $\rho_{S1} = \rho_{S2} = \rho_R = 0.5$, $\epsilon = 0.0001$ and $P_T/\sigma^2 = 4N\gamma$. When the system has a higher number of antennas, more iterations are needed for Algorithms 3.1. These are realistic numbers, which can be used in practice with large MIMO systems. Algorithms 3.2 converges with a fewer number of iterations and variation with
3.3 Summary and discussion

In this chapter, we considered precoder-decoder schemes for MIMO TWR system when the PNC mapping is used at the relay node. When the full CSI was available at the nodes, TWR system used ZF criterion at the nodes. ZF precoders were used at the nodes during the MA stage while ZF receivers were used during the BC stage. Multi-stream PNC mapping was simplified by adopting such set-up, and the relay used PNC mapping at independent streams. Next, the performance of the TWR system was enhanced by considering optimal resource allocation scheme, where we maximized the sum-rate of the TWR under a total power constraint. The optimum power allocation scheme was derived using KKT conditions. Numerical examples were carried out to illustrate the achievable sum-rate variation with the total power. The proposed power allocation scheme provided better sum-rate than the sub-optimal and the equal power allocation strategies. Average sum-rate variation versus normalized distance suggested that the initial point is extremely low.
the relay should be half-way between the two nodes.

Next, we proposed generalized design for MIMO TWR system by considering imperfect CSI at the nodes. Specifically, a robust joint precoder-decoder design scheme was investigated for the PNC based MIMO TWR system. The proposed design was based on minimizing WMSE, which can be used to facilitate simple PNC mapping, provide QoS for multiple streams, and to enhance the performance of the TWR system. An orthogonal training sequence based channel estimation process was considered to quantify the mean and error components of the CSI, which were used to evaluate WMSEs. During the MA stage, the relay estimated sum of two transmitted symbols, then the WMSE$_m$ was assessed considering that. During the BC stage, the WMSEs at both nodes were considered together. The joint design problems became non-convex, and we divided those into sub-problems and solved them iteratively. Numerical results were presented by considering the BER performance, MSE with different weight matrices, relay location and the number of antennas.

The study showed that the joint precoder-decoder design performed better than the other schemes. The weight matrix can be used to provide QoS requirements of multiple data streams in MIMO TWR. The mid-point was seen to be the best location for the relay node to assist two-way communication. The proposed algorithms converged in a fewer iterations, and the number of iterations increased slowly with the number of antennas. Overall, these findings can be useful to have less complex PNC mapping, improve the error performance, and to mitigate the half-duplex issue of cooperative relays.
4 Linear precoder-decoder design for MIMO device-to-device communication

This chapter investigates joint precoder-decoder schemes for MIMO D2D communication underlaying cellular communication. The designs are proposed by considering two modes of D2D communication. Both modes coexist with the cellular communication in the same frequency spectrum. Therefore, in a given scenario, multiple flows (D2D and BS-mobile station (MS) communications) are considered to improve the system performance.

First, we consider PNC based MIMO D2D communication mode. Joint precoder-decoder schemes are investigated separately for bi-directional communication. There are two stages in D2D communication, which are MA and BC. In BS-MS communication, two stages are downlink and uplink. For a given stage, the precoder-decoder scheme is proposed based on distributed and centralized approaches. Optimization problems are formulated to minimize MSE of both D2D and BS-MS communications. Available powers at nodes are considered to be limited, and interference thresholds are used to minimize the interference to the other link. In the distributed approach, the precoder-decoder problem is formulated based on greedy optimization approach. Distributed algorithms are proposed to solve the optimization problems as they are non-convex. In the centralized approach, the problem is formulated as a multicriterion optimization problem. The objective function is scalarized, and an iterative method is proposed to find Pareto optimal solutions.

Next, we focus on MIMO direct D2D communication mode, where joint precoder-decoder design is considered to enhance the performance, and mitigate the interference. A similar approach is used to formulate greedy optimization problems to minimize MSE of both D2D and BS-MS communications. A distributed framework is applied to solve these optimization problems. For a given distributed problem, we find closed form expressions for precoder-decoder matrices. A detailed numerical analysis is carried out to explore the advantages of the proposed designs, where convergence of proposed algorithms, effect of the interference and power constraints, inter-cell interference and various other comparisons are discussed. Moreover, two mode selection schemes are proposed.
to select the D2D mode. The selection schemes are numerically investigated to examine the possible coverage extensions by using the PNC based D2D communication.

4.1 System Model

TWR based MIMO underlay D2D communication is considered, where a relay station (RS) assists D2D communication as illustrated in Fig.4.1. The RS performs PNC, and we refer this to as the PNC based D2D communication. Both D2D and BS-MS communications operate in the same frequency band. The TDD mode is assumed where two time slots are required to facilitate bi-directional communication. The proposed PNC based D2D mode is discussed along with the existing D2D communication mode [104] (direct D2D communication) which is shown in the Fig.4.2, where D2D pair communicates without the RS. Both D2D modes are improved by employing precoders and decoders at transmitter and receiver sides. Later in the chapter, we use D2D mode selection scheme to gain benefits of both D2D modes. Since the PNC based D2D requires the RS to facilitate D2D communication, the discussion on the precoder-decoder designs is divided into two sections.

The bi-directional communications of the PNC based D2D and BS-MS communications are shown as in Fig.4.1(a) and Fig.4.1(b). Fig.4.1(a) illustrates the first time slot, where D2D communication is in the MA stage. Both $D_1$ and $D_2$ transmit to the RS while the MS is in downlink. Fig.4.1(b) shows the second time slot, where D2D communication is in the BC stage with the RS transmitting the PNC mapped signal to devices. During this phase, the MS is in uplink. Both D2D and BS-MS communications are interfering with each other as shown in dotted lines. We assume that the MS is located much further from D2D pair than the BS. Then, downlink/uplink transmissions are aligned with MA/BC stages of D2D communication to minimize the overall interference. The opposite case, uplink/downlink align with MA/BC stages, have a similar analysis. Additionally, we assume all nodes to be equipped with $N$ antennas, and each channel is frequency-flat and quasi-static. Perfect synchronization is assumed at the RS.

Fig.4.2 shows the bi-directional direct D2D communication mode for the same system set-up. During the first time slot, the $D_1$ transmits to the $D_2$, and
Fig 4.1. PNC based Underlay D2D Communication: (a) First time slot; (b) Second time slot, [113] © 2014, IEEE.

Fig 4.2. Underlay Direct D2D Communication. (a). First time slot; (b). Second time slot, [113] © 2014, IEEE.

the BS transmits to the MS. During the second time slot, $D_2$ transmits to the $D_1$, and MS transmits to the BS. Further details on the direct D2D mode is provided in the Section 4.3.
4.1.1 First time slot

During the first time slot, \( D_1 \) and \( D_2 \) transmit symbols to the RS. The \( D_1 \) transmits \( s_1 = (s_{11} s_{12} \ldots s_{1N})^T \in \mathbb{C}^N \) after precoding by \( F_1 \in \mathbb{C}^{N \times N} \). Similarly, the \( D_2 \) transmits \( s_2 = (s_{21} s_{22} \ldots s_{2N})^T \in \mathbb{C}^N \) after precoding by \( F_2 \in \mathbb{C}^{N \times N} \).

The BS-to-MS communication also takes place during this time slot, where the BS transmits \( s_b \in \mathbb{C}^N \) after precoding by \( F_b \in \mathbb{C}^{N \times N} \) to the MS.

At the RS, an equalizer \( G_r \in \mathbb{C}^{N \times N} \) is employed to estimate the summation of two symbols \( (s_1 + s_2) \). The post-processed signal \( y_r \in \mathbb{C}^N \) is given by

\[
y_r = G_r H_{1r} F_1 s_1 + G_r H_{2r} F_2 s_2 + G_r H_{br} F_b s_b + G_r n_r,
\]

where \( H_{ir} \in \mathbb{C}^{N \times N} (i = 1, 2) \) and \( H_{br} \in \mathbb{C}^{N \times N} \) are MIMO channel matrices from \( D_i \)-to-RS, and BS-to-RS, respectively, and \( n_r \) is the additive Gaussian noise vector at the RS with zero-mean and covariance matrix \( E\{n_r n_r^H\} = \sigma_r^2 I_N \).

Concurrently, the MS estimates \( s_b \) after using equalizer \( G_m \in \mathbb{C}^{N \times N} \). The post-processed signal \( y_m \in \mathbb{C}^N \) is given by

\[
y_m = G_m H_{bm} F_b s_b + G_m H_{1m} F_1 s_1 + G_m H_{2m} F_2 s_2 + G_m n_m,
\]

where \( H_{im} \in \mathbb{C}^{N \times N} (i = 1, 2) \) and \( H_{bm} \in \mathbb{C}^{N \times N} \) are MIMO channel matrices from \( D_i \)-to-MS, and BS-to-MS, respectively, and \( n_m \) is an additive Gaussian noise vector at the MS with zero-mean and covariance matrix \( E\{n_m n_m^H\} = \sigma_m^2 I_N \).

The post-processed signals (4.1) and (4.2) consist of desired signal, interference and noise components.

4.1.2 Second time slot

During this time slot, the RS broadcasts \( s_r \) after precoding by \( F_r \in \mathbb{C}^{N \times N} \). The MS transmits \( s_m \in \mathbb{C}^N \) after precoding by \( F_m \in \mathbb{C}^{N \times N} \). The \( D_i \) (\( i = 1, 2 \))
estimates $s_r$ using decoder $G_i \in \mathbb{C}^{N \times N}$. The post-processed signal $y_i \in \mathbb{C}^N$ is given by

$$y_i = G_i H_r^T F_r s_r + G_i H_m^T F_m s_m + G_i n_i \quad i = 1, 2, \quad (4.3)$$

where $n_i$ is an additive Gaussian noise vector at the $D_i$ with zero-mean and covariance matrix $\mathbb{E}\{n_i n_i^H\} = \sigma_i^2 I_N$. The post-processed signal at the BS after using equalizer $G_b \in \mathbb{C}^{N \times N}$ is given by

$$y_b = G_b H_m^T F_m s_m + G_b H_{br}^T F_r s_r + G_b n_b, \quad (4.4)$$

where $n_b$ is an additive Gaussian noise vector at BS with zero-mean and covariance matrix $\mathbb{E}\{n_b n_b^H\} = \sigma_b^2 I_N$. In the following sections, we consider unitary covariance matrix for the transmitted modulated signals $s_i, s_m, \text{ and } s_b$. The covariance matrix for the PNC mapped signal $s_r$ is assumed as $\mathbb{E}\{s_r s_r^H\} = \rho I_N$, and $\rho (\geq 1)$ represent the normalized average power of the symbol $s_{rb}$.

### 4.2 Precoder-decoder design for PNC based D2D mode

Here, joint precoder-decoder designs are considered separately for distributed and centralized approaches. The main attention is given to the distributed approach, which is a more realistic to find the precoder-decoder matrices. The centralized approach is used to examine the optimality of the solutions.

#### 4.2.1 Distributed approach

Since the bi-directional communication of the D2D and BS-MS complete in two time slots, the joint designs are considered separately for both time slots. In each stage, minimizing MSE is employed as the design criterion.

**First time slot**

PNC mapping at the RS requires estimating $(s_1 + s_2)$. Thus, the error vector at the RS is given by

$$e_r = G_r H_{1r} F_1 s_1 + G_r H_{2r} F_2 s_2 + G_r H_{br} F_b s_b + G_r n_r - (s_1 + s_2). \quad (4.5)$$
We express $\text{MSE}_r$ at the RS as

$$\text{MSE}_r = \mathcal{E}_{s,n}\{\|e_r\|^2\} = \mathcal{E}_{s,n}\{\text{Tr}(e_re_r^H)\} = \text{Tr}(\mathcal{E}_{s,n}\{e_re_r^H\}),$$

(4.6)

where $\mathcal{E}_{s,n}\{e_re_r^H\}$ is given by

$$\mathcal{E}_{s,n}\{e_re_r^H\} = (G_rH_1rF_1 - I_N)(G_rH_1rF_1 - I_N)^H + \sigma_r^2 G_rG_r^H$$

$$+ (G_rH_2rF_2 - I_N)(G_rH_2rF_2 - I_N)^H + (G_rH_brF_b)(G_rH_brF_b)^H,$$

(4.7)

where statistical properties $\mathcal{E}_{s,n}\{s_is_i^H\} = I_N$, $\mathcal{E}_{s,n}\{s_br_b^H\} = I_N$, $\mathcal{E}_{s,n}\{s_r^H\} = 0_{N \times N}$, $\mathcal{E}_{s,n}\{s_r^H\} = 0_{N \times N}$, and $\mathcal{E}_{s,n}\{n_r^H\} = \sigma_r^2 I_N$ with $i = 1, 2$ are used to obtain (4.7). $\text{MSE}_r$ is a function of variables $F_1$, $F_2$, $F_b$, and $G_r$.

Since both D2D and BS-MS communications use the same spectrum, there should be a maximum level that nodes are allowed to interfere with each other. This is addressed by considering different interference threshold limits for D2D and BS-MS communications. The interference generated by the D2D communication to the BS-MS communication should not exceed an interference threshold $I_d$. The interference generated by the BS-MS communication to the D2D communication should not exceed an interference threshold $I_b$. It is fair to assume $I_b \geq I_d$ when the BS-MS communication is considered as the primary communication.

We consider transmit power constraints at the nodes. In general, the BS has a higher transmit power capability than the rest. The available battery power is certainly different at the MS, RS and devices. These nodes can also be subjected to uplink power control. We generalize all these cases by assuming different power constraints at the nodes. Therefore, the maximum transmit power at the BS, MS, RS and $D_i$ are denoted as $P_B$, $P_M$, $P_R$ and $P_{D_i}$, respectively. Minimizing $\text{MSE}_r$ under these constraints is essential to mitigate interference, enhance the accuracy of PNC, and improve the error performance. The formulated optimization problem is given by

$$\mathcal{P}_1: \min_{F_1, F_2, F_b, G_r} \text{MSE}_r[F_1, F_2, F_b, G_r]$$

subject to

$$\text{Tr}(F_iF_i^H) \leq P_{D_i} \quad i = 1, 2$$

$$\text{Tr}(H_{1m}F_1F_1^HH_{1m}^H + H_{2m}F_2F_2^HH_{2m}^H) \leq I_d.$$
Considering the BS-MS communication, the error vector at the MS can be obtained as
\[ e_m = G_m H_{bm} F_b s_b + G_m H_{1m} F_1 s_1 + G_m H_{2m} F_2 s_2 + G_m n_m - s_b. \] (4.9)

MSE at the MS is \( \text{MSE}_m \), and this is expressed by
\[ \text{MSE}_m = \mathcal{E}_{s,n}\{|e_m|^2\} = \text{Tr}(\mathcal{E}_{s,n}\{e_m e_m^H\}), \] (4.10)
where \( \mathcal{E}_{s,n}\{e_m e_m^H\} \) given by
\[ \mathcal{E}_{s,n}\{e_m e_m^H\} = (G_m H_{bm} F_b - I_N)(G_m H_{bm} F_b - I_N)^H + \sigma_m^2 G_m G_m^H \\
+ (G_m H_{2m} F_2)(G_m H_{2m} F_2)^H + (G_m H_{1m} F_1)(G_m H_{1m} F_1)^H. \] (4.11)

We use \( \mathcal{E}_{s,n}\{s_i n_m^H\} = 0_{N \times N} \) and \( \mathcal{E}_{s,n}\{s_i n_m^H\} = 0_{N \times N} \) with \( i = 1, 2 \) to obtain (4.11). Similar to the D2D communication, minimizing \( \text{MSE}_m \) is carried out to improve the performance of the BS-MS communication. The problem formulation is given as
\[ \mathcal{P}_2 : \min_{F_b, F_1, F_2, G_m} \text{MSE}_m[F_b, F_1, F_2, G_m] \]
subject to \[ \text{Tr}(F_b F_b^H) \leq P_B \]
\[ \text{Tr}(H_{br} F_b F_b^H H_{br}^H) \leq I_b. \] (4.12)

Both BS-MS and D2D communications are minimizing their own MSE, and this is referred to as the greedy approach. The problems \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \) are non-convex optimization problems. The precoder variables are common to both problems. The following observations enable us to solve both problems in a distributed manner.

- In the problem \( \mathcal{P}_1 \), precoders \( F_1 \) and \( F_2 \), and decoder \( G_r \) are directly associated with the D2D communication.
- In the problem \( \mathcal{P}_2 \), precoder \( F_b \) and decoder \( G_m \) are directly associated with the BS-MS communication.

For both problems, it is possible to obtain globally optimal solutions separately only with the directly associated variables. However, these are not globally optimal solutions of the original problems \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \). These solutions can be
Distributed design for D2D communication: Solving $\mathcal{P}_1$

The problem $\mathcal{P}_1$ is considered with fixed $\mathbf{F}_b$. Then, the modified $\mathcal{P}_1$ has variables $\mathbf{F}_1, \mathbf{F}_2$, and $\mathbf{G}_r$. This is a non-convex optimization problem, however, this is shown to have a global minimum. The proof follows similar steps as given in the Appendix 6. The modified $\mathcal{P}_1$ is solved by two sub-problems. First, we solve for $\mathbf{G}_r$ by fixing $\mathbf{F}_1$ and $\mathbf{F}_2$. Next, we solve for $\mathbf{F}_1$ and $\mathbf{F}_2$ by fixing $\mathbf{G}_r$.

**Sub-problem I**: After fixing $\mathbf{F}_1$ and $\mathbf{F}_2$ in the $\mathcal{P}_1$, we have the first sub-problem as

$$\min_{\mathbf{G}_r} \text{MSE}_r[\mathbf{G}_r].$$

The objective function is minimized when the derivative with respect to $\mathbf{G}_r$ is zero, i.e.,

$$\mathbf{G}_r = (\mathbf{F}_1^H \mathbf{H}_1^H + \mathbf{F}_2^H \mathbf{H}_2^H)(\mathbf{H}_1, \mathbf{F}_1 \mathbf{F}_1^H \mathbf{H}_1^H + \mathbf{H}_2, \mathbf{F}_2 \mathbf{F}_2^H \mathbf{H}_2^H)
+ \mathbf{H}_b \mathbf{b} \mathbf{F}_b^H \mathbf{H}_b^H + \sigma_r^2 \mathbf{I}_N)^{-1}.$$  \hspace{1cm} (4.14)

**Sub-problem II**: In the second sub-problem, decoder $\mathbf{G}_r$ is fixed, the $\mathcal{P}_1$ is solved with variables $\mathbf{F}_1$ and $\mathbf{F}_2$. Variable transformations are utilized to solve this sub-problem. A new matrix variable $\mathbf{F} \in \mathbb{C}^{2N \times 2N}$ is introduced as $\mathbf{F} = (\mathbf{F}_1, 0_{N \times N} ; 0_{N \times N} \mathbf{F}_2)$. We also define matrices $\mathbf{A}_r \in \mathbb{C}^{2N \times 2N}$, $\mathbf{B}_r \in \mathbb{C}^{2N \times 2N}$, and $\mathbf{P}_i \in \mathbb{C}^{2N \times 2N}$ ($i = 1, 2$) to simplify the other parameters, where $\mathbf{A}_r = (\mathbf{G}_r \mathbf{H}_1^r; 0_{N \times N}, \mathbf{G}_r \mathbf{H}_2^r)$, $\mathbf{B}_r = (\mathbf{H}_1^m, 0_{N \times N}; 0_{N \times N}, \mathbf{H}_2^m)$, $\mathbf{P}_1 = (\mathbf{I}_N, 0_{N \times N}; 0_{N \times N}, 0_{N \times N})$, and $\mathbf{P}_2 = (0_{N \times N}, 0_{N \times N}; 0_{N \times N}, \mathbf{I}_N)$. Then the reformulated optimization problem $\mathcal{P}_1$ is given as

$$\min_{\mathbf{F}} \text{Tr}(\mathbf{F}^H \mathbf{A}_r^H \mathbf{A}_r \mathbf{F}) - 2\mathbb{R}(\text{Tr}(\mathbf{A}_r \mathbf{F})) + c_r$$

subject to

$$\text{Tr}(\mathbf{F}^H \mathbf{P}_i^H \mathbf{P}_i \mathbf{F}) \leq \mathbf{P}_{D_i}, \quad i = 1, 2$$
$$\text{Tr}(\mathbf{F}^H \mathbf{B}_r^H \mathbf{B}_r \mathbf{F}) \leq \mathbf{I}_d,$$

where $c_r = \text{Tr}(2\mathbf{I}_N + \mathbf{G}_r \mathbf{H}_b \mathbf{F}_b \mathbf{F}_b^H \mathbf{H}_b^H \mathbf{G}_r^H + \sigma_r^2 \mathbf{G}_r \mathbf{G}_r^H)$. This is convex QMP.
and can be transformed into QCQP as
\[
\begin{align*}
\min_{\text{vec}(F)} \quad & \langle I_{2N} \otimes (A^H A_r) \rangle \text{vec}(F) - 2 \Re(\langle A_r^H \rangle \text{vec}(F)) + c_r \\
\text{subject to} \quad & \langle I_{2N} \otimes (P_i^H P_i) \rangle \text{vec}(F) \leq P_{Di}, \quad i = 1, 2 \\
& \langle I_{2N} \otimes (B_i^H B_i) \rangle \text{vec}(F) \leq I_d.
\end{align*}
\]

This can be easily solved with QCQP solver \([145, 146]\) to obtain optimal solution for \(F_1\) and \(F_2\). In the numerical analysis, we used the interior point method to solve this sub-problem. Both sub-problems are solved iteratively to get the global minimum of modified problem \(P_1\).

**Distributed design for BS-MS communication: Solving \(P_2\)**

The precoder matrices \(F_1\) and \(F_2\) are considered to be fixed in the problem \(P_2\). Therefore, the modified problem \(P_2\) has variables \(F_b\) and \(G_m\). This also is a non-convex optimization problem, and has a global minimum. The proof follows similar steps to the proof given in the Appendix 6. The problem is divided into two sub-problems, and they are given as follows.

**Sub-problem I:** The optimal \(G_m\) is obtained by fixing \(F_b\). \(\min_{G_m} \text{MSE}_m[G_m]\) gives
\[
G_m = (F_b^H H_{bm}^H)(H_{bm} F_b F_b^H H_{bm}^H + H_{1m} F_1 F_1^H H_{1m}^H \\
+ H_{2m} F_2 F_2^H H_{2m}^H + \sigma^2_m I_N)^{-1}.
\]

**Sub-problem II:** \(G_m\) is fixed to obtain \(F_b\). Then the problem \(P_2\) reduces to
\[
\begin{align*}
\min_{F_b} \quad & \text{Tr}\left(F_b^H (G_m H_{bm})^H (G_m H_{bm}) F_b \right) - 2 \Re(\text{Tr}(G_m H_{bm} F_b)) + c_m \\
\text{subject to} \quad & \text{Tr}(F_b^H F_b) \leq P_B \\
& \text{Tr}(F_b^H H_{br}^H H_{br} F_b) \leq I_0,
\end{align*}
\]
where \(c_m = \text{Tr}(2I_N + G_m (H_{1m} F_1 F_1^H H_{1m}^H + H_{2m} F_2 F_2^H H_{2m}^H + \sigma^2_m I_N) G_m^H).\) This can be solved with convex optimization tools. Then, both sub-problems can be solved iteratively to reach the global minimum of the modified problem \(P_2\).

Both modified problems of \(P_1\) and \(P_2\) can be solved independently from one another. However, the following steps are required to improve the solutions.

- The D2D communication minimizes \(\text{MSE}_r\) by solving modified problem \(P_1\). Updated \(F_b\) (precoder variable of modified \(P_2\)) is required to further minimize the \(\text{MSE}_r\).
The BS-MS communication minimizes $\text{MSE}_m$ by solving modified problem $\mathcal{P}_2$. Updated $\mathbf{F}_1$ and $\mathbf{F}_2$ (precoder variables of modified $\mathcal{P}_1$) are required to further minimize the $\text{MSE}_m$.

Therefore, the precoding matrices should be exchanged in a timely manner to improve the solutions. This further minimizes $\text{MSE}_r$ and $\text{MSE}_m$, and converge. As mentioned previously, it is not guaranteed that these convergent points are global minima of the problems. However, this is sufficient to overcome the interferences and enhance the performance of the system. We now propose Algorithm 4.1 to find the precoders decoders during the first time slot based on above circumstances.

**Algorithm 4.1 Joint design for PNC based D2D mode - First time slot**

Channel state information is available. Information about $N$, $K$, $P_B$, $P_{D_i}$, $I_b$, $I_d$, $\sigma^2_m$, and $\sigma^2_r$ is available.

1. **initialize** : Precoders $\mathbf{F}_i = \sqrt{(P_{D_i}/N)} \mathbf{I}_N$ ($i = 1, 2$), and $\mathbf{F}_b = \sqrt{(P_B/N)} \mathbf{I}_N$.
   Decoders $\mathbf{G}_r = \mathbf{I}_N$, and $\mathbf{G}_m = \mathbf{I}_N$.

2. repeat
3.   for $k = 1 : K$ do $\triangleright$ D2D
4.       Fix $\mathbf{F}_1$ and $\mathbf{F}_2$ obtained from step 5 (Or step 1 at $k = 1$ ). Find optimum $\mathbf{G}_r$ from (4.14).
5.       Fix $\mathbf{G}_r$ obtained from step 4. Solve problem (4.16) to find optimum $\mathbf{F}$. Then obtain $\mathbf{F}_1$ and $\mathbf{F}_2$.
6.   end for
7.   for $k = 1 : K$ do $\triangleright$ BS-MS
8.       Fix $\mathbf{F}_b$ obtained from step 9 (Or step 1 at $k = 1$ ). Find optimum $\mathbf{G}_m$ from (4.17).
9.       Fix $\mathbf{G}_m$ obtained from step 8. Solve problem (4.18) to find optimum $\mathbf{F}_b$.
10. end for
11. Update $\mathbf{F}_b$ in step 4. $\triangleright$ D2D
12. Update $\mathbf{F}_1$ and $\mathbf{F}_2$ in step 8. $\triangleright$ BS-MS
13. until $\text{MSE}_r$ and $\text{MSE}_m$ converge.
14. Update precoders and decoders at all nodes.
During the second time slot, the RS broadcasts $s_r$, and each device estimates that to recover desired transmitted symbol by the other device. Error vector at $D_i$ is $e_i = y_i - s_r$, and MSE at $D_i$ is denoted as $\text{MSE}_{D_i} = E_{s,n}\{\|e_i\|^2\}$. Proceeding in similar steps as in the previous cases, we can find $\text{MSE}_{D_i}$ ($i = 1, 2$) as

$$\text{MSE}_{D_i} = \text{Tr}\left(\rho(G_i H_i^T F_r - I_N)(G_i H_i^T F_r - I_N)^H + \sigma_i^2 G_i G_i^H\right)$$
$$+ (G_i H_{im}^T F_m)(G_i H_{im}^T F_m)^H)^H).$$  \hspace{1cm} (4.19)

$\text{MSE}_{D_i}$ is a function of variables $F_r$, $G_1$, and $F_m$. $\text{MSE}_{D_2}$ is a function of variables $F_r$, $G_2$, and $F_m$. Both $\text{MSE}_{D_1}$ and $\text{MSE}_{D_2}$ are considered together in the optimization problem. The sum of MSE is considered as the objective function. The optimization problem is given by

$$Q_1 : \min_{F_r, F_m, G_1, G_2} \frac{1}{2} \text{MSE}_{D_1}[F_r, F_m, G_1] + \frac{1}{2} \text{MSE}_{D_2}[F_r, F_m, G_2]$$
$$\text{subject to} \quad \rho \text{Tr}(F_r F_r^H) \leq P$$
$$\rho \text{Tr}(H_{br}^T F_r F_r^H H_{br}^H) \leq I_d.$$  \hspace{1cm} (4.20)

Similarly, the error vector at the BS can be found as $e_b = y_b - s_m$. MSE at the BS is $\text{MSE}_b = E_{s,n}\{\|e_b\|^2\}$, and this can be expanded as

$$\text{MSE}_b = \text{Tr}\left(((G_b H_{bm}^T F_m - I_N)(G_b H_{bm}^T F_m - I_N)^H\right)$$
$$+ \rho(G_b H_{btr}^T F_r)(G_b H_{btr}^T F_r)^H + \sigma_b^2 G_b G_b^H\right).$$  \hspace{1cm} (4.21)

The optimization problem to minimize $\text{MSE}_b$ is given as

$$Q_2 : \min_{F_m, F_r, G_b} \text{MSE}_b[F_m, F_r, G_b]$$
$$\text{subject to} \quad \text{Tr}(F_m F_m^H) \leq P$$
$$\text{Tr}(H_{im}^T F_m F_m^H H_{im}^H) \leq I_b \quad i = 1, 2.$$  \hspace{1cm} (4.22)

As in the first time slot, we consider solving problems separately for D2D and BS-MS communications.

*Distributed design for D2D communication: Solving $Q_1$*

Here, we solve $Q_1$ by fixing $F_m$. The modified problem $Q_1$ is also a non-convex
optimization problem, which has a global minimum. The same iterative approach is used to solve this.

Sub-problem I: First, we fix $F_r$ in the modified problem of (4.20), and the problem then reduces to,

$$\min_{G_1, G_2} \frac{1}{2} \text{MSE}_{D_1}[G_1] + \frac{1}{2} \text{MSE}_{D_2}[G_2]$$  \hspace{1cm} (4.23)

Objective function is minimized when the derivative with respect to $G_i$ is zero, i.e.,

$$G_i = (\rho F_r^H H_r^*)^\dagger (\rho H_r^T F_r F_r^H H_r^* + H_m^T F_m F_m^H H_m^* + \sigma_i^2 I_N)^{-1} \quad i = 1, 2.$$  \hspace{1cm} (4.24)

Sub-problem II: Both $G_1$ and $G_2$ are fixed, (4.20) is reformulated into

$$\min_{F_r} \frac{\rho}{2} \text{Tr}\left( F_r^H (H_r^H G_1^H H_r^T + H_2^T G_2 F_r F_r^H) F_r \right)$$

$$- \rho \Re\left( \text{Tr}\left( (G_1 H_r^T + G_2 H_r^T) F_r \right) \right) + c_d$$

subject to $\rho \text{Tr}(F_r F_r^H) \leq \rho R$,  \hspace{1cm} (4.25)

where $c_d = \frac{1}{2} \text{Tr}\left( (G_1 H_r^T)^H (G_1 H_r^T F_m)^H + (G_2 H_r^T F_m)^H (G_2 H_r^T F_m)^H + \sigma_1^2 G_1 G_1^H + \sigma_2^2 G_2 G_2^H + 4 I_N \right)$. The problem (4.25) can be solved with QCQP method. Both (4.24) and (4.25) are solved iteratively to obtain optimal solutions for $F_r$, $G_1$ and $G_2$.

Distributed design for BS-MS communication: Solving $Q_2$

A similar method as solving $P_2$ is used to solve $Q_2$, where the solution for $G_b$ is given by

$$G_b = (F_r^H H_{bm}^*)^\dagger (H_{bm}^T F_m F_m^H H_{bm}^* + \rho H_{br}^T F_r F_r^H H_{br}^* + \sigma_b^2 I_N)^{-1},$$  \hspace{1cm} (4.26)

and, $F_m$ can be found by solving following optimization problem.

$$\min_{F_m} \text{Tr}\left( F_r^H (G_b H_{bm}^T) H_{bm}^T F_m F_m^H F_r^H F_r F_r^H (G_b H_{bm}^T F_m) F_m^H F_m + \sigma_b^2 I_N \right)$$

subject to $\text{Tr}(F_r^H H_{bm}^T F_m F_m^H F_r F_r^H F_r) \leq I_b$ \hspace{1cm} $i = 1, 2$  \hspace{1cm} (4.27)

$\text{Tr}(F_r^H F_m F_m^H F_r) \leq P_M$,
Algorithm 4.2 Joint design for PNC based D2D mode - Second time slot

Channel state information is available. Information about $N$, $K$, $P_R$, $P_M$, $I_d$, $I_b$, $\sigma_b^2$, $\sigma_1^2$, and $\sigma_2^2$ is available.

1: initialize: Precoders $F_r = \sqrt{(P_R/N)}I_N$, and $F_m = \sqrt{(P_M/N)}I_N$.
   Decoders $G_b = I_N$, $G_i = I_N$ ($i = 1, 2$).

2: repeat
3:   for $k = 1 : K$ do
4:      Fix $F_r$ obtained from step 5 (Or step 1 at $k = 1$). Find optimum $G_1$, and $G_2$ from (4.24).
5:      Fix $G_1$ and $G_2$ obtained from step 4. Solve problem (4.25) to find optimum $F_r$.
6:   end for
7:   for $k = 1 : K$ do
8:      Fix $F_m$ obtained from step 9 (Or step 1 at $k = 1$). Find optimum $G_b$ from (4.26).
9:      Fix $G_b$ obtained from step 8. Solve problem (4.27) to find optimum $F_m$.
10: end for
11: Update $F_m$ in step 4. \(\triangleright\) D2D
12: Update $F_r$ in step 8. \(\triangleright\) BS-MS
13: until MSE$_{D_1}$, MSE$_{D_2}$ and MSE$_b$ converge.
14: Update precoders and decoders at all nodes.

where $c_b = \text{Tr} \left( \rho (G_b H_{br}^T F_r)(G_b H_{br}^T F_r)^H + \sigma_b^2 G_b G_b^H + I_N \right)$. We propose Algorithm 4.2 to find optimal precoder-decoder design during the second time slot.

The proposed algorithms converge with a finite number of iterations and exchanges, and we use these during the numerical analysis to discuss the system performance. Next, we investigate a possible distributed framework and design coordination mechanism to the proposed algorithms.
4.2.2 Distributed framework and design coordination

Channel Estimation

The distributed framework depends on how much CSI is allowed to be shared between different nodes. In the case of all CSI (including the cross channels, e.g. $H_{1r}, H_{2r}$) is collected at a central controller (e.g. BS), a centralized design is possible, where the computations are carried out at the central controller, and precoder-decoder information is forwarded to other nodes. However, there is a huge cost of overhead signalling in this scenario. The distributed approach can avoid the huge overheads in solving the problems.

Since we assume the channels are frequency flat and quasi-static, the coherence interval is long enough to estimate CSI, compute precoder-decoder matrices, and transmit data. In particular, the coherence interval is divided into three parts. The first part is dedicated to transmit training sequences, where nodes can estimate CSI. The second part is dedicated to computation, where nodes run the distributed algorithms and exchange information. The third part is the actual data transmission.

During the first part of coherence interval, all nodes transmit training sequences [92, 143] so that other nodes can estimate their connected channels. All nodes are divided into two groups referring to D2D and BS-MS communications. The RS acts as the main measurement point of the D2D group. The BS is the main measurement point of the BS-MS group. After the completion of transmitting training sequences, the RS has CSI knowledge of $H_{1r}, H_{2r}, H_{br}$. The BS has CSI knowledge of $H_{br}$ and $H_{bm}$. The MS, $D_1, D_2$ have CSI knowledge of $H_{1m}$ and $H_{2m}$. The BS, RS acquire that information prior any further computations. $H_{bm}$ is not required to nodes in the D2D group. Similarly, $H_{1r}, H_{2r}$ are not required to cellular group. Therefore, local CSI is sufficient to run Algorithm 4.1 and 4.2 at the RS and BS.

Design coordination

The coordination between BS and RS after $K$ local iterations further minimize the MSE. This can be done with the same channel or a different channel. In particular, the information about $F_1F_1^H, F_2F_2^H$, and $F_rF_r^H$ are required at the
BS. Since all are hermitian matrices, upper triangular or lower triangular part of these matrices are sufficient to exchange during the cooperation. Similarly, the RS required information about $F_b F_b^H$ and $F_m F_m^H$. After certain number of iterations (or upon the convergence of MSE), the RS update relevant precoder and decoder matrices to devices, while BS update them to MS. With highly sophisticated processing capabilities available at the modern devices, we believe these computations will not be that complex.

When channels have smaller coherence interval, the algorithms can be stopped after few iterations, exchanging information between BS and MS might also not possible. We consider such incidents in the Section 4.4.

### 4.2.3 Centralized approach

In this subsection, we formulate the centralized optimization problem when all CSI is available at a central unit. This central unit computes the precoder and decoder matrices, and updates prior to the data transmission. As mentioned in the earlier subsection, this method requires higher signalling overhead. However, the centralized design is useful to compare the performance difference with the distributed approach. In the following, we consider the precoder-decoder design for the first time slot. A similar approach can be used for the second timeslot, hence omitted.

In the distributed approach, the problems $P_1$ and $P_2$ minimize MSE$_r$ and MSE$_m$ with respective constraints. However, the optimal precoder and decoder matrices can be obtained only when the two problems are considered in a single problem. Thus, joint design problem converts to a multicriterion optimization problem, where multiple objectives are present in the problem. This is given as

$$
\mathcal{C} : \min_{F_1, F_2, G_r, G_m} (\text{MSE}_r, \text{MSE}_m)
$$

subject to

\begin{align*}
\text{Tr}(F_b F_b^H) &\leq P_B, \quad \text{Tr}(F_i F_i^H) \leq P_{D_i} \quad \text{for } i = 1, 2, \\
\text{Tr}(H_{1m} F_1 F_1^H H_{1m}^H + H_{2m} F_2 F_2^H H_{2m}^H) &\leq I_d, \quad (4.28) \\
\text{Tr}(H_{br} F_b F_b^H H_{br}^H) &\leq I_b.
\end{align*}

Here, the objectives are non-competing over decoder variables, i.e., there are no compromises to be made among MSE$_r$ and MSE$_m$. However, the precoder variables are common between objectives, therefore, the problem $\mathcal{C}$ does not have
a single solution that simultaneously optimizes each objective. For such cases, there exists a number of Pareto optimal solutions. We adopt the scalarization of the objective, which is regarded as a standard method for finding Pareto optimal points [142, p.178, Sec. 4.7.4]. For scalarization, we consider $\lambda \in [0, 1]$ as the weight associated with $\text{MSE}_r$ and $1 - \lambda$ as the weight associated with $\text{MSE}_m$. Then the objective of problem $C$ becomes $\lambda \text{MSE}_r + (1 - \lambda)\text{MSE}_m$.

The set of Pareto optimal points of the problem $C$ can be obtained by solving scalarized problem for different $\lambda$ values. This gives the optimal trade-off curve for $\text{MSE}_r$ and $\text{MSE}_m$. The scalarized problem is non-convex, and we utilize iterative method to solve it. Similar to Appendix 6, iterative method converges to a Pareto optimal point for a given $\lambda$. First, the precoder variables are fixed, and decoders are evaluated by differentiating in terms of $G_r$ and $G_m$, where the solutions are given as (4.14) and (4.17) respectively. Next, $G_r$ and $G_m$ are fixed, and the problem is solved with the precoder variables. The problem can be reformulated as

$$\min_{\hat{F}} \quad \text{Tr}(\hat{F}^H (\hat{A}_1 + \hat{A}_2) \hat{F}) - 2\Re(\text{Tr}(\hat{B} \hat{F})) + \hat{c}$$

subject to

$$\text{Tr}(\hat{F}^H \hat{P}_b \hat{F}) \leq P_B, \quad \text{Tr}(\hat{F}^H \hat{P}_i \hat{F}) \leq P_D_i \quad \text{for} \quad i = 1, 2, \quad (4.29)$$

$$\text{Tr}(\hat{F}^H \hat{B} \hat{F}) \leq I_d, \quad \text{Tr}(\hat{F}^H \hat{B}_m \hat{F}) \leq I_b,$$

where

$$\hat{F} = \begin{pmatrix} F_1 & 0_{N \times N} & 0_{N \times N} \\ 0_{N \times N} & F_2 & 0_{N \times N} \\ 0_{N \times N} & 0_{N \times N} & F_b \end{pmatrix}, \quad \hat{B} = \begin{pmatrix} \lambda G_r H_{1r} & 0_{N \times N} & 0_{N \times N} \\ 0_{N \times N} & \lambda G_r H_{2r} & 0_{N \times N} \\ 0_{N \times N} & 0_{N \times N} & (1 - \lambda)G_m H_{bm} \end{pmatrix},$$

$$\hat{A}_1 = \begin{pmatrix} \lambda H_{1m}^H G_r^H G_r H_{1m} & 0_{N \times N} & 0_{N \times N} \\ 0_{N \times N} & \lambda H_{2m}^H G_r^H G_r H_{2m} & 0_{N \times N} \\ 0_{N \times N} & 0_{N \times N} & (1 - \lambda)H_{bm}^H G_m^H G_m H_{bm} \end{pmatrix},$$

$$\hat{A}_2 = \begin{pmatrix} (1 - \lambda)H_{1m}^H G_m^H G_m H_{1m} & 0_{N \times N} & 0_{N \times N} \\ 0_{N \times N} & (1 - \lambda)H_{2m}^H G_m^H G_m H_{2m} & 0_{N \times N} \\ 0_{N \times N} & 0_{N \times N} & \lambda H_{bm}^H G_r^H G_r H_{bm} \end{pmatrix},$$

$$\hat{P}_1 = (I_N \quad 0_{N \times 2N} ; \quad 0_{2N \times 3N}), \quad \hat{P}_2 = (0_{N \times 3N} ; \quad 0_{N \times N} \quad I_N \quad 0_{N \times N} ; \quad 0_{N \times 3N}),$$
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\[ \tilde{P}_b = (0_{2N \times 3N} ; 0_{N \times 2N} I_N), \]

\[ \tilde{\mathbf{B}}_r = \begin{pmatrix} 0_{N \times N} & 0_{N \times N} & 0_{N \times N} \\ 0_{N \times N} & 0_{N \times N} & 0_{N \times N} \\ 0_{N \times N} & 0_{N \times N} & H_{b r}^H \end{pmatrix}, \quad \tilde{\mathbf{B}}_m = \begin{pmatrix} H_{1 m}^H & 0_{N \times N} & 0_{N \times N} \\ 0_{N \times N} & H_{2 m}^H & 0_{N \times N} \\ 0_{N \times N} & 0_{N \times N} & 0_{N \times N} \end{pmatrix}, \]

and \( \bar{c} = \text{Tr}(2\lambda I_N + (1 - \lambda)I_N + \sigma_r^2 \lambda \mathbf{G}_r \mathbf{G}_r^H + \sigma_m^2 (1 - \lambda) \mathbf{G}_m \mathbf{G}_m^H) \). This is a convex problem and can be solved with convex optimization tools such as QCQP. For a given value of \( \lambda \), iteratively solving (4.14), (4.17), and (4.29) gives Pareto optimal solution. \( \lambda \) is varied to attain the optimal trade-off curve.

In Section 4.4, we use the aforementioned method to find Pareto optimal points, and illustrate that the distributed algorithms also provide near Pareto optimal points.

### 4.3 Precoder-decoder design for direct D2D mode

The direct D2D communication can also improve by adopting joint precoder-decoder design. Here, a similar MSE procedure is used to find optimal precoder-decoder matrices. In order to keep the consistency of the discussion, the precoder and decoder variables at nodes use the same notation.

During the first time slot, the post-processed signals at the \( D_2 \) and MS are given by,

\[ y_2 = G_2 H_{12} F_1 s_1 + G_2 H_{b 2} F_b s_b + G_2 n_2, \]
\[ y_m = G_m H_{b m} F_b s_b + G_m H_{1 m} F_1 s_1 + G_m n_m, \]

where \( H_{12} \in \mathbb{C}^{N \times N} \) is the MIMO channel from \( D_1 \)-to-\( D_2 \). During the second time slot, the post-processed signals at the \( D_1 \) and BS are given by,

\[ y_1 = G_1 H_{12}^T F_2 s_2 + G_1 H_{m 1} F_m s_m + G_1 n_1, \]
\[ y_b = G_b H_{b m}^T F_m s_m + G_b H_{2 b} F_2 s_2 + G_b n_b. \]

Next, we consider the first time slot of the communication to discuss the optimal design. The same procedure is applied in the second time slot.
4.3.1 First time slot

During the first time slot, the error vectors at $D_2$ and MS are given by,

$$e_2 = G_2 H_{12} F_1 s_1 + G_2 H_{b2} F_b s_b + G_2 n_2 - s_1,$$  \hspace{1cm} (4.34)

$$e_m = G_m H_{bm} F_b s_b + G_m H_{1m} F_1 s_1 + G_m n_m - s_b.$$  \hspace{1cm} (4.35)

The MSE at $D_2$ and MS are denoted as $\text{MSE}^{\text{dir}}_2$ and $\text{MSE}^{\text{dir}}_m$, respectively. They are given by,

$$\text{MSE}^{\text{dir}}_2 = \text{Tr}\left( (G_2 H_{12} F_1 - I_N)(G_2 H_{12} F_1 - I_N)^H + \sigma^2 G_2 G_2^H \right)$$
$$\hspace{1cm} + (G_2 H_{b2} F_b)(G_2 H_{b2} F_b)^H, \hspace{1cm} (4.36)$$

$$\text{MSE}^{\text{dir}}_m = \text{Tr}\left( (G_m H_{bm} F_b - I_N)(G_m H_{bm} F_b - I_N)^H + \sigma^2 G_m G_m^H \right)$$
$$\hspace{1cm} + (G_m H_{1m} F_1)(G_m H_{1m} F_1)^H. \hspace{1cm} (4.37)$$

The greedy optimization approach based design is considered with the same constraints as in the previous section. Here, both problems are matched with each other. This can be generalized into a common format, and given as

$$\mathcal{P} : \min_{F,G,F_I} \text{MSE}^{\text{dir}}[F,G,F_I]$$
$$\text{subject to } \text{Tr}(H_{og} F)(H_{og} F)^H \leq I_{th}$$
$$\text{Tr}(F F^H) \leq P_{\text{max}}, \hspace{1cm} (4.38)$$

where

$$\text{MSE}^{\text{dir}} = \text{Tr}\left( (G H F - I_N)(G H F - I_N)^H + (G H_{ic} F_I)(G H_{ic} F_I)^H + \sigma^2 G G^H \right), \hspace{1cm} (4.39)$$

where $G$ is the decoder at the receiver, $F$ is the precoder at the transmitter, $H$ is the channel between the transmitter and receiver, $F_I$ is the precoder at the interfering transmitter, $H_{ic}$ is the incoming channel from the interfering transmitter, $H_{og}$ is the outgoing channel which is interfered by the original transmission, $\sigma^2$ is the noise variance at the receiver, $I_{th}$ is the interference threshold level at the transmitter, and $P_{\text{max}}$ is the maximum transmit power.

Following transformations give original optimization problems.

- Joint design for D2D communication: $F = F_1, F_I = F_b, G = G_2, H = H_{12}, H_{og} = H_{1m}, H_{ic} = H_{b2}, \sigma = \sigma_2, I_{th} = I_d$, and $P_{\text{max}} = P_{D_1}$. 
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Joint design for BS-MS communication: $F = F_b$, $F_f = F_1$, $G = G_m$, $H = H_{bm}$, $H_{ag} = H_{b2}$, $H_{ic} = H_{ic}$, $\sigma = \sigma_m$, $I_{th} = I_b$, and $P_{max} = P_B$.

When $F_f$ is fixed, the problem $P$ can be solved to find closed form solutions of globally optimal $F$ and $G$. The detailed procedure is given in the Appendix 7, where exact solutions are derived considering different cases of $P_{max}$ and $I_{th}$. The Algorithm 7.0.1 is proposed with these cases to find optimal $F$ and $G$.

The Algorithm 7.0.1 can be used separately at both D2D and BS-MS communications. This is a similar distributed approach as in the previous section. The Algorithm 4.3 summarizes the joint design in the first time slot.

Algorithm 4.3 Joint design for direct D2D mode - First time slot

Channel state information is available. Information about $N$, $P_B$, $P_{D_1}$, $I_b$, $I_d$, $\sigma_m^2$, and $\sigma_2^2$ is available.

1: **initialize**: Precoders $F_1 = \sqrt{(P_{D_1}/N)}I_N$, and $F_b = \sqrt{(P_B/N)}I_N$.

Decoders $G_2 = I_N$, $G_m = I_N$.

2: **repeat**

3: Fix $F_b$ obtained from step 5 (Or step 1 at start). Use Algorithm 7.0.1 (under D2D variables) to find optimum $F_1$, and $G_2$.

4: Fix $F_1$ obtained from step 6 (Or step 1 at start). Use Algorithm 7.0.1 (under BS-MS variables) to find optimum $F_b$, and $G_m$.

5: Update $F_b$ in step 3. > D2D

6: Update $F_1$ in step 4. > BS-MS

7: **until** $\text{MSE}_{dir}^2$ and $\text{MSE}_{dir}^m$ converge.

8: Update precoders and decoders at all nodes.

4.3.2 Second time slot

During the second time slot, both $D_2$-to-$D_1$ and MS-to-BS communications are considered together. The Algorithm 4.3 can be used with the channels replaced by their respective transposes to find optimal precoder-decoder matrices.
4.3.3 Distributed framework and design coordination

A similar distributed framework as in Section 4.2.2 can be used for direct D2D mode. Now, the $D_1$ acts as the main measurement point of the D2D group. The BS is the main measurement point in the BS-MS group. The $D_1$ requires CSI knowledge of $H_{12}$, $H_{1m}$, and $H_{b2}$. The BS requires CSI knowledge of $H_{bm}$, $H_{1m}$, and $H_{b2}$. As with the PNC based D2D, the BS and $D_1$ acquire that information prior any further computations. $H_{bm}$ is not required at the $D_1$. Similarly, $H_{12}$ is not required at the BS.

The coordination between BS and $D_1$ can further minimize the MSE, where the information about $F_1F_1^H$, and $F_2F_2^H$ are required at the BS. Similarly, the $D_1$ requires information about $F_bF_b^H$ and $F_mF_m^H$. Since Algorithm 4.3 does not possess sub-problems, it has very fast convergence.

4.4 Numerical results

In this section, several numerical examples are provided to illustrate the proposed D2D schemes. We consider a single cell with one underlay D2D pair as described in Section 4.4. Monte Carlo simulations are carried out to evaluate the BER and MSE performances of the proposed algorithms. The entries of $H_{ij}$ are assumed to be $\sim \frac{1}{d_{ij}}c_{ij}$, where the first term represents the path loss factor and $c_{ij} \sim CN(0,1)$ represents the Rayleigh small-scale fading. The $d_{ij}$ is the normalized distance between $i$th and $j$th nodes. The shadow fading is not considered here. The power constraint of the devices, MS and RS is taken to be $P_D$. All noise variables are considered to have the same variance ($\sigma^2$). The Table 4.1 provides the basic simulation parameters that are used in all the numerical examples, where we assume a normalized XY grid with $[-3, +3]$ for both axis. A user at the edge can experience received power between $(-10 \text{ dB to } 20 \text{ dB})$ depending on the $P_D/\sigma^2$ (0 dB to 30 dB). The BS and RS are located at $(0,0)$ and $(0,-2)$, respectively. Additionally, the transmitted symbols are assumed to be equiprobable BPSK symbols. During the MA stage of PNC based D2D mode, the RS performs independent ML estimation for all received streams to estimate the sum of transmitted symbols $s_1$ and $s_2$. We adopt the same ML criterion to estimate desired symbols at all other nodes. Unless specifically mentioned, the distributed approach is used in the following numerical examples.
Table 4.1. Basic simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell</td>
<td>Normalized XY grid $[-3,3]$</td>
</tr>
<tr>
<td>Fixed nodes</td>
<td>BS = (0, 0), RS = (0, -2)</td>
</tr>
<tr>
<td>Normalized distance between nodes $i$ and $j$</td>
<td>$d_{ij}$</td>
</tr>
<tr>
<td>Entries of $H_{ij}$</td>
<td>$\frac{1}{d_{ij}^{2}}CN(0,1)$</td>
</tr>
<tr>
<td>$N$</td>
<td>2</td>
</tr>
<tr>
<td>$K$</td>
<td>5</td>
</tr>
<tr>
<td>$\rho$</td>
<td>2</td>
</tr>
<tr>
<td>Modulation</td>
<td>BPSK</td>
</tr>
<tr>
<td>$P_D/\sigma^2$</td>
<td>0dB – 30dB</td>
</tr>
<tr>
<td>Edge SNR</td>
<td>$-10dB – 20dB$</td>
</tr>
<tr>
<td>$I_d/\sigma^2$</td>
<td>$-20dB – 0dB$</td>
</tr>
</tbody>
</table>

First, we consider the MIMO PNC based underlay D2D system. Fig.4.3 shows the convergence of average MSE (AMSE) of each communication for both Algorithms 4.1 and 4.2. The MS and $D_1$ are fixed at $(1,0)$ and $(-0.5,-2)$, respectively. The $D_2$ location is assumed to have a uniform distribution over the grid. Two cases are considered for $P_D/\sigma^2 = 19$ dB and $16$ dB with $P_B = P_D$, $I_d/\sigma^2 = 7$ dB and $I_b = I_d$. The proposed algorithms converge fast, and, much lower AMSE values can be achieved with higher $P_D$. The BS and RS exchange precoder information for every five $(K = 5)$ iterations, and this improves the solution as we can observe a sudden drop of AMSE at those iterations. The AMSE at the RS has an exponential decay and converges with 25 iterations. All other AMSEs converge with 6 iterations. When the channel coherence interval is very short, the algorithms have to stop after a smaller number of iterations. Then, the joint design for D2D during the first time slot may not in the converged solution. However, Fig.4.3 shows an exponential decay, and the AMSE has significant improvement than a non-optimized scenario.

Fig. 4.4 illustrates the optimality of the converged MSE values of Algorithm 4.1. The scalarized problem $\mathcal{C}$ is solved for different $\lambda \in [0,1]$ to obtain the optimal trade-off curve of MSE$_r$ and MSE$_m$. These curves are plotted for three $P_D/\sigma^2$ values. The MS, $D_1$, and $D_2$ are fixed at $(1,0)$, $(-0.5,-2)$, and $(0.5,-2)$, respectively. Moreover, we consider $P_B = P_D$, $I_d/\sigma^2 = 7$ dB and $I_b = I_d$. The
Algorithm 4.1 - AMSE at RS : $P_D/\sigma^2 = 19$dB  
Algorithm 4.1 - AMSE at RS : $P_D/\sigma^2 = 16$dB  
Algorithm 4.2 - AMSE at D2D pair : $P_D/\sigma^2 = 19$dB  
Algorithm 4.2 - AMSE at D2D pair : $P_D/\sigma^2 = 16$dB  
Algorithm 4.1 - AMSE at MS : $P_D/\sigma^2 = 19$dB  
Algorithm 4.1 - AMSE at MS : $P_D/\sigma^2 = 16$dB  
Algorithm 4.2 - AMSE at BS : $P_D/\sigma^2 = 19$dB  
Algorithm 4.2 - AMSE at BS : $P_D/\sigma^2 = 16$dB

Fig 4.3. Algorithms for PNC based D2D communication for both time slots. Average number of iteration to converge MSE. MS = (1, 0), RS = (−0.5, −2), $P_B = P_D$, $I_d/\sigma^2 = 7$ dB, and $I_b = I_d$, [113] © 2014, IEEE.

points on the trade-off curves represent Pareto optimal points of the problem $C$. The circles represent MSE values obtained using Algorithm 4.1. The same algorithm without the cooperation between the RS and BS is considered to find the non-cooperative solution, where MSE values are represented by the squares. The proposed distributed scheme provides near Pareto optimal solutions. More importantly, this performance is achieved with less signalling overhead and CSI compared to the centralized approach. The non-cooperative scheme provides the lowest performance due to independent designs for D2D and BS-MS communications.

Fig.4.5(a) illustrates the average BER (ABER) of the PNC based D2D communication for different $D_2$ locations. The same simulation parameters are used as those of Fig.4.3 except for power constraint $P_D/\sigma^2 = 16$ dB. PNC based D2D communication provides good BER performance for nearby locations to $D_1$ and RS. All other locations have higher BER, and are not suitable for D2D communication. The ABER of the BS-MS communication is shown in Fig.4.5(b). It is evident that the BS-MS communication does not have any problem with ABER
Fig 4.4. Optimal solutions via centralized and distributed approaches. MS = (1, 0), $D_1 = (-0.5, -2)$, $D_2 = (0.5, -2)$, $P_B = P_D$, $I_d/\sigma^2 = 7$ dB, and $I_b = I_d$, [113] © 2014, IEEE.

Fig 4.5. Average BER variation with the location of D2 for both D2D and BS-MS communications. (a). Average BER variation of PNC based D2D pair; (b). Average BER variation of BS-MS pair. MS = (1, 0), RS = (-0.5, -2). $P_D/\sigma^2 = 16$ dB, $P_B = P_D$, $I_d/\sigma^2 = 7$ dB, and $I_b = I_d$, [113] © 2014, IEEE.
unless $D_2$ is located very near the MS or the BS.

The error performance versus $I_d/P_D$ and $P_D/\sigma^2$ are investigated in Fig.4.6 and Fig.4.7. There, we consider following scenarios to compare the system performance.

1. Scenario 1: The cooperation between the BS and RS to exchange precoder information is allowed. Both D2D and BS-MS communications are subjected to different interference threshold levels, where $I_b = 2I_d$.

2. Scenario 2: The cooperation between the BS and RS to exchange precoder information is allowed. The BS-MS communication is treated as the primary transmission. Therefore, the problem $P_2$ is not subjected to an interference threshold level, where $I_b = \infty$.

3. Scenario 3: No cooperation is considered between the BS and RS to exchange the precoder information. Algorithm 4.1 and 4.2 are stopped after 5 local iterations. Both D2D and BS-MS communications are subjected to different interference threshold levels. $I_b = 2I_d$.

4. Scenario 4: No cooperation between the BS and RS is allowed to exchange the precoder information. The BS-MS communication is treated as the primary transmission. $I_b = \infty$.

Fig.4.6 shows the ABER versus $I_d/P_D$ when the $P_D/\sigma^2 = 20$ dB, and $P_B/\sigma^2 = 25$ dB. Here, the MS, $D_1$, and $D_2$ are fixed at $(0.8, 0)$, $(-0.4, -2)$, and $(0.4, -2)$, respectively. The error performances of D2D communication and BS-MS communication are plotted separately for Scenario 1 and 2. The average error performance is illustrated considering all scenarios. When $I_d/P_D$ is low, the BS-MS performance in Scenario 1 is poorer compared to Scenario 2. However, the D2D error shows an opposite outcome. More importantly, Scenario 1 provides a better average error performance of the system. This is intuitively clear, since the transmit powers of D2D pair in Scenario 2 are always limited due to $I_d$ constraint while the transmit powers of BS-MS pair are not limited. This creates higher interference on the D2D communication, thus, performance degrades. The average errors of non-cooperative Scenario 3 and 4 give lower performances than the rest. In the high $I_d/P_D$ region, the error performance reaches a floor as $P_D/\sigma^2$ is limited.

In Fig.4.7, the ABER versus $P_D/\sigma^2$ is considered when the $I_d/P_D$ is fixed at $-10$ dB. Both D2D and BS-MS communications have good error performance.
Fig 4.6. Average BER vs $I_d/P_D$ for PNC based MIMO D2D communication. MS = (0.8, 0), $D_1 = (-0.4, -2)$, and $D_2 = (0.4, -2)$. $P_D/\sigma^2 = 20$ dB, $P_B/\sigma^2 = 25$ dB, [113] © 2014, IEEE.

Fig 4.7. Average BER vs $P_D/\sigma^2$ for PNC based MIMO D2D communication. MS = (0.8, 0), $D_1 = (-0.4, -2)$, and $D_2 = (0.4, -2)$. $I_1/P_D = -10$ dB, $P_B = 2P_D$, [113] © 2014, IEEE.
with high $P_D/\sigma^2$. A similar behavior can be observed as in Fig.4.6 for Scenarios 1–4. For all the cases, the ABER is in the range of $(10^{-1}–10^{-3})$. This is due to the selection of the node locations, where normalized distance is relatively high for D2D communication. However, as in the Fig.4.5(a), the D2D communications at nearby distances provide better ABER than the selected node set-up in Fig.4.7. The selected node set-up helps us to compare different schemes with minimal round-off errors.

Next, the PNC based D2D communication system is investigated under inter-cell interference, where we consider interference coming from other cells. The interference is modeled as additive Gaussian interference vector $\mathbf{n}_I \in \mathbb{C}^N$ with zero-mean and covariance matrix $\mathbb{E}\{\mathbf{n}_I\mathbf{n}_I^H\} = \sigma^2_II_N$. The proposed precoder-decoder schemes can be easily transformed to consider this extra interference. In Fig.4.8, the average error performance versus $P_D/\sigma^2$ is considered for three $I_d/P_D$ levels ($-15$ dB, $-10$ dB and $-5$ dB). For a given $I_d/P_D$ level, two scenarios are considered named as “with inter-cell interference” and “with noise”. In the inter-cell interference scenario, we adopt interference in the precoder-decoder
Fig 4.9. Convergence of direct D2D joint design (Algorithm 4.3). Average MSE versus number of iteration. MS = (1, 0), $D_1 = (-0.5, -2)$, $P_B = P_D$, $I_d/\sigma^2 = 7$ dB and $I_b = I_d$. [113] © 2014, IEEE.

designs, while in the other scenario the inter-cell interference is not taken into account. When inter-cell interference is higher, the performance difference between two scenarios is high. However, when the inter-cell interference is small, the two designs provide similar performances.

Next, we consider direct D2D communication. The Fig.4.9 shows the convergence of AMSE of each communication for Algorithm 4.3. Here also two cases are considered for $P_D/\sigma^2 = 19$ dB and $P_D/\sigma^2 = 16$ dB. We consider the MS and $D_1$ at (1, 0) and ($-0.5$, $-2$), $I_d/\sigma^2 = 7$ dB, and $I_d = I_b$. The BS and RS exchange precoder details at each iteration ($K = 1$) and this improves the solution. It is evident that direct D2D requires a very small number of iterations to converge. This is due to the fact that at each iteration, the closed form expressions are used to find optimum precoder and decoder matrices.

The final solutions obtained via proposed algorithms can be used together to evaluate the best D2D mode for a given channel instance. In particular, when the total MSE (considering both D2D and BS-MS transmissions) of respective D2D modes is available at the $D_1$, the performance of D2D communication
Fig 4.10. Average BER vs $I_d/P_D$ for various D2D modes. MS = (1, 0), $D_1 = (-0.5, -2)$, $D_2 = (0.5, -2)$, $P_B/\sigma^2 = 25$ dB, and $P_D/\sigma^2 = 20$ dB, [113] © 2014, IEEE.

can further improve. In such a situation, both D2D modes are available for selection. This can be referred to as the dynamic mode selection scheme, where D2D pair selects the transmitting mode which gives the minimum total MSE. Fig.4.10 shows the ABER versus $I_d/P_D$ to illustrate the advantages of dynamic mode selection. In addition to the basic simulation parameters listed in Table I, we use MS = (1, 0), $D_1 = (-0.5, -2)$, $D_2 = (0.5, -2)$, $P_B/\sigma^2 = 25$ dB, and $P_D/\sigma^2 = 20$ dB. A traditional network coding (TNC) based D2D communication is also considered in the analysis. This requires three time slots for bi-directional D2D communication. The proposed joint-precoder decoder schemes can be easily modified to obtain precoder-decoder scheme for this mode. The disadvantage is that TNC is not as spectrally efficient as PNC. Two separate cases are considered for interference threshold limits at the BS-MS communication as in the Fig.4.6 and 4.7. For this node configuration, the direct D2D communication has a worse ABER than the other modes. The PNC based D2D mode performs better than TNC based D2D at high $I_d/P_D$ region. Also, consideration of $I_b$ at the BS-MS pair improves the ABER for all scenarios. The dynamic mode selection provides
Fig 4.11. Average BER vs $P_D/\sigma^2$ for various D2D modes. $MS = (1, 0)$, $D_1 = (-0.5, -2)$, $D_2 = (0.5, -2)$, $P_B/P_D = 5$ dB, and $I_D/P_D = -10$ dB, [113] © 2014, IEEE.

In Fig.4.11, the dynamic mode selection scheme is analyzed with $P_D/\sigma^2$ when $I_b/\sigma^2 = 10$ dB, $P_B/P_D = 5$ dB. Here, the ABER of all modes improve with $P_D/\sigma^2$, and the dynamic mode selection with $I_b = 2I_d$ gives better performance. Additionally, the PNC based D2D mode performs better than the rest for this node set-up.

Finally, we focus on the long-term average based mode selection (static mode selection) for D2D communication. Fig.4.12 shows the selected transmit mode of the D2D pair in a color map. This helps to understand the coverage enhancement resulted from the PNC based D2D mode. In particular, the D2D mode is selected depending on the long-term total AMSE. In Fig.4.12(a), we change the location of the $D_2$ while other nodes are fixed, where $MS = (1, 0)$, $D_1 = (-0.5, -2)$. Moreover, the location of the RS is changed in Fig.4.12(b) while $D_2$ is fixed at $(0.5, -2)$. Similar simulation parameters are used as in the earlier examples with $P_D/\sigma^2 = 20$ dB, $P_B = P_D$, $I_d/\sigma^2 = 7$ dB, and $I_b = I_b$. Only the nearby locations (with ABER < 0.01) are plotted in the XY grid. From
Fig. 4.12. Transmit modes for D2D pair with the location of D2 and RS. (a) Selection with the location of $D_2$; (b) Selection with the location of RS. MS = (1, 0), $D_1 = (-0.5, -2)$, $P_{D_1}/\sigma^2 = 20$ dB, $P_B = P_{D_1}$, $I_d/\sigma^2 = 7$ dB, and $I_b = I_{b,1}$ [113] © 2014, IEEE.

Fig. 4.12(a), it is evident that the both PNC based D2D and direct D2D modes are useful, and can be used to extend the D2D coverage area. According to Fig. 4.12(b), when the RS near to the BS or MS, the direct D2D mode becomes the preferred method.

4.5 Summary and discussion

In this chapter, we considered joint precoder-decoder schemes for MIMO underlay D2D communication. Two transmit modes for D2D communications were considered as PNC based D2D, and direct D2D. Both D2D and BS-MS communications used the same spectrum band. Joint designs were employed to mitigate interference, improve the performance and simplify the PNC mapping. Minimizing MSE of received and desired signals in each communication link was used as the objective to design precoder-decoder matrices, and designs were considered separately for bi-directional communication. Additionally, the interference threshold and maximum transmit power limits were imposed in the problem formulations. For PNC based D2D communication mode, we proposed distributed and centralized approaches to find precoder and decoder matrices. In the distributed method, greedy optimization was used, and practical distributed framework was proposed to solve the optimization problems. A centralized approach was also addressed to obtain optimal precoder-decoder matrices. The
scalarization method was applied to find Pareto optimal points as the problem became a multicriterion optimization problem. Moreover, in the case of direct D2D communication mode, we obtained closed form solutions for distributed optimization problems, and proposed an algorithm based on those.

Analysis suggested that the algorithms converged fast enough to be used in wireless systems. They also provided near Pareto optimal solutions. The effects of interference threshold and maximum power were also investigated. In PNC based D2D mode, consideration of interference threshold limit at the BS-MS communication improved the D2D performance. However, D2D performance degraded when BS-MS communication was considered as the primary transmission, i.e., interference threshold limit was not included in problem $P_1$. Moreover, the analysis was easily reformulated to consider inter-cell interference. The direct D2D mode and TNC based D2D were also compared to the PNC based D2D. There, a dynamic mode selection scheme was proposed, and it performed better than other modes. More importantly, long-term average based analysis implied that the PNC based D2D helped to improve the coverage of the D2D communication.
5 Secure beamforming design for PNC based MIMO TWR

In this chapter, we study secure beamforming designs to prevent eavesdropping on the PNC based MIMO TWR communication. Multiple eavesdroppers are attempting to intercept the user information. Since PNC based TWR system performs XOR operation on the user information, a given eavesdropper must successfully decode at least one user message during the MA stage in order to decode the other message. Therefore, PNC based TWR have an added security feature which is not available with any other TWR scheme. As discussed in the earlier chapters, the accurate PNC operation requires minimizing MSE at the relay. The secrecy of the TWR is enhanced by employing beamforming at the nodes, which generate weak signals at eavesdroppers. Therefore, we consider optimization problems to minimize MSE, and adopt SNR threshold policy to prevent possible eavesdropping. However, the CSI of user-eavesdropper channels are imperfect at the user side. First, we use ellipsoidal channel uncertainty model, and a robust optimization problem is formulated and solved with an iterative method. Numerical results are carried out to investigate the convergence of the proposed algorithm and SINR distribution at a given eavesdropper. Next, the Gaussian Markov uncertainty (GMU) model is assumed for user-eavesdropper and relay-eavesdropper channels. Robust optimization problems are formulated and solved for both MA and BC stages. Algorithms are proposed at each stage to analyze the performance of the TWR system and the SINR distribution at a given eavesdropper.

5.1 System model

We consider two user nodes communicate in an unsecured environment using a trusted relay node as shown in the Fig.5.1. Multiple eavesdroppers attempt to intercept the information of the users. Bi-directional communication of the users are assumed with TDD and the relay performs PNC mapping. $N_i$, $N_r$ and $N_k$ are the number of antennas at the $i$th user (denoted $U_i$ with $i = 1, 2$), relay and $k$th eavesdropper (denoted $E_k$ with $k = 1, 2..., K$), respectively. We consider
Fig 5.1. A relay assisted TWR communication in unsecured environment. Multiple eavesdroppers \( E_k \in \{1, \ldots, K\} \) attempt to decode communication.

channels to be frequency-flat and quasi-static. Single stream transmissions are assumed with perfect synchronization at the relay node.

5.1.1 Multiple access stage

During the first time slot, both devices transmit their modulated information \( s_i \in \mathbb{C} \) beamformed by \( w_i \in \mathbb{C}^{N_i \times 1} \) \((i = 1, 2)\). The relay node estimates the sum of two transmitted symbols after going through a receive beamforming vector \( w_r \in \mathbb{C}^{N_r \times 1} \). The post-processed signal at the relay node is given by,

\[
y_r = w_r^H H_{1r} w_1 s_1 + w_r^H H_{2r} w_2 s_2 + w_r^H n_r,
\]

(5.1)

where \( H_{ir} \in \mathbb{C}^{N_r \times N_i} \) \((i = 1, 2)\) is the channel between the \( U_i \) and relay with entries assumed to be \( \sim \mathcal{CN} (0, \sigma^2) \), \( n_r \) is an additive Gaussian noise vector at the relay with zero-mean and covariance matrix \( \mathbb{E}\{n_r n_r^H\} = \sigma_r^2 I_{N_r} \). The \( k \)th eavesdropper \( E_k \) uses receive beamforming vector \( w_{ek} \in \mathbb{C}^{N_k \times 1} \) during the first time slot. Therefore, the post-processed signal at the \( E_k \) is

\[
y_{ek} = w_{ek}^H H_{1k} w_1 s_1 + w_{ek}^H H_{2k} w_2 s_2 + w_{ek}^H n_{ek}, \quad k \in \{1, \ldots, K\},
\]

(5.2)

where \( H_{ik} \in \mathbb{C}^{N_k \times N_i} \) is the channel between the \( U_i \) and \( E_k \) with entries assumed to be \( \sim \mathcal{CN} (0, \sigma^2) \), and \( n_{ek} \) is an additive Gaussian noise vector at the \( E_k \) with
zero-mean and covariance matrix \( E \{ n_{ek} n_{ek}^H \} = \sigma_{ek}^2 I_{N_k} \). We assume that the \( E_k \) does not have the knowledge about beamforming vectors of the TWR system, and hence blindly combines the received signal vector to decode each symbol separately. Therefore, the receiver beamforming vector at the \( E_k \) is assumed as \( w_{ek} = \frac{1}{\sqrt{N_k}} 1 \). We also assume the user pair do not have the perfect CSI about the \( H_{1k} \) and \( H_{2k} \) (\( \forall k \)).

### 5.1.2 Physical layer network coding

The post-processed signal \( y_r \) can be used to obtain the estimate corresponding to \( s_1 + s_2 \). As used in the previous chapters, two categories of PNC mapping are possible at the relay node. In this chapter we adopt the first method, where the estimation is mapped to XOR of two transmitted unmodulated information [62]. Then, the modulated version of the XOR (denoted by \( s_r \in \mathbb{C} \)) is broadcast during the second time slot. Each user estimates the \( s_r \), and uses that to find the desired symbol which is transmitted by other user.

### 5.1.3 Broadcasting stage

During the second time slot, the relay broadcasts \( s_r \) beamformed by \( v_r \in \mathbb{C}^{N_r \times 1} \). The \( U_i \) estimates \( s_r \) after going through a receive beamforming vector \( v_i \in \mathbb{C}^{N_i \times 1} \) (\( i = 1, 2 \)). The post-processed signal at the \( U_i \) is given by,

\[
y_i = v_i^H H_{ir}^T v_r s_r + v_i^H n_i \quad i = 1, 2, \tag{5.3}
\]

where \( n_i \) is an additive Gaussian noise vector at the \( U_i \) with zero-mean and covariance matrix \( E \{ n_i n_i^H \} = \sigma_i^2 I_{N_i} \). The post-processed signal at the \( E_k \) is

\[
y_{ek} = w_{ek}^H H_{ek}^T v_r s_r + w_{ek}^H n_{ek}, \quad k \in \{1, ..., K\} \tag{5.4}
\]

where \( H_{ek} \in \mathbb{C}^{N_k \times N_r} \) is the channel between the relay and the \( E_k \) with entries assumed to be \( \sim \mathcal{CN}(0, \sigma^2) \). The CSI of the \( H_{ek} \) is imperfect at the relay node.

### 5.2 Problem formulation

The beamforming vectors are designed to provide secrecy of the TWR communication. The physical layer security during the MA stage is more important to
prevent eavesdropping, because at least one message from $s_1$ or $s_2$ is required to decode the $s_r$. However, the secrecy can be further improved by the beamforming design in the BC stage. Therefore, we consider both MA and BC stages in the beamforming design.

**Problem formulation for MA stage**

The proposed secure beamforming design is based on minimizing MSE at the relay. This is necessary to facilitate an accurate PNC operation at the relay node. The error at the relay is $e_r = y_r - (s_1 + s_2)$, and the MSE at the relay is $\text{MSE}_r = \mathbb{E}_s, n\{\|e_r\|^2\}$. This can be further expanded into

$$\text{MSE}_r = 2 \sum_{i=1}^{2} (w_i^H \mathbf{H}_r w_i w_i^H \mathbf{H}_r w_r - 2 \Re(w_i^H \mathbf{H}_r w_i)) + 2 + \sigma_r^2 w_r^H w_r. \quad (5.5)$$

We assume statistical properties $\mathbb{E}_s, n\{s_i s_i^*\} = 1, \mathbb{E}_s, n\{s_1 s_2^*\} = 0, \mathbb{E}_s, n\{n_i^H\} = 0$, and $\mathbb{E}_s, n\{n_i n_j^H\} = \sigma_r^2 \mathbf{I}_{N_r}$ with $i = 1, 2$ to obtain (5.5).

The transmit powers at the users are limited to $P_{\text{max}}$. The physical layer security of TWR is provided by limiting the received SNR at all eavesdroppers. An eavesdropper intends to decode one symbol during first time slot, and use that to decode the other symbol during the next time slot. In such cases, one symbol acts as an interference to the other one. Therefore, the received SINR of $s_i$ ($i = 1, 2$) at the $E_k$ ($k \in \{1, \ldots, K\}$) is given by,

$$\text{SINR}_k^i = \frac{h_{ik}^H w_i w_i^H h_{ik}}{h_{ik}^H w_i w_i^H h_{ik} + \sigma_{ek}^2} (i, j) \in \{i \neq j|1, 2\}, \quad (5.6)$$

where $h_{ik}^H = \frac{1}{\sqrt{N_k}} \mathbf{1}^T \mathbf{H}_{ik}$. Both SINR values at the $E_k$ should be less than a certain threshold $\gamma_k$ to prevent the eavesdropping. Considering all these, the following optimization problem is formulated to find transmit and receive beamforming vectors:

$$\min_{w_1, w_2, w_r} \text{MSE}_r$$

subject to

- $w_i^H w_i \leq P_{\text{max}} \quad \forall i$ \quad (5.7)
- $\text{SINR}_k^i \leq \gamma_k \quad \forall i \& \forall k.$
Problem formulation for BC stage

During the BC stage, the security of the TWR can be further improved by employing beamforming vectors at the nodes. A similar method as in the MA stage is used to find the optimal beamforming vectors. Both users estimate $s_r$, and the MSE at the $U_i$ (denoted by $\text{MSE}_i$) can be obtained as

$$\text{MSE}_i = \rho v_i^H H_i^T v_r v_r^H H_i^T v_i - 2\rho \Re(v_i^H H_i^T v_r) + \sigma_i^2 v_i^H v_i + \rho \quad i = 1, 2,$$

where, $\mathcal{E}\{s_r s_r^*\} = \rho$, and $\rho$ represent the average normalized power of symbol $s_r$. Both $\text{MSE}_1$ and $\text{MSE}_2$ are considered together by taking the sum-MSE as the objective function. The received SNR of $s_r$ at the $E_k$ is $\text{SNR}_k = \rho h_i^H v_r v_r^H h_i / \sigma_i^2$, where $h_i = \frac{1}{\sqrt{N_k}} 1^T H_{-k}$. The received SNR should be less than a certain threshold $\hat{\gamma}_k$ to prevent intercepting $s_r$ at the $E_k$. Then, the optimal transmit and receive beamforming vectors can be obtained solving the following optimization problem:

$$\min_{v_r, v_1, v_2} \text{MSE}_1 + 0.5 \text{MSE}_2$$

subject to

$$v_r^H v_r \leq \frac{P_{\text{max}}}{\rho}$$

$$\text{SNR}_k \leq \hat{\gamma}_k \quad \forall k.$$

5.3 Robust beamforming under ellipsoidal uncertainty model

Here, we consider CSI of $H_{ik}$ ($\forall k$) is imperfect at the users, i.e., $H_{ik} = \bar{H}_{ik} + E_{ik}$ ($i = 1, 2$), where $\bar{H}_{ik}$ is the estimated channel coefficients at the $i$th user, $E_{ik}$ represents the channel uncertainty part. We rewrite this considering post-processing at the $k$th eavesdropper as $h_{ik} = \bar{h}_{ik} + e_{ik}$, where $\bar{h}_{ik}$ and $e_{ik}$ are estimated component and error component, respectively. An ellipsoidal bound for the error component $e_{ik}$ is assumed, which is given by $\|e_{ik}\|_2 \leq \varepsilon_{ik}$ ($\forall i \& \forall k$).

5.3.1 Beamforming for MA stage

Here, the optimization problem (5.7) is considered with channel uncertainty model. Now, the modified optimization problem can be obtained as in (5.10)-(5.12).
When we reformulate the constraints (5.12) as

\[
\min_{w_1, w_2, w_r} \sum_{i=1}^{2} \left( w_i^H H_i r w_i w_i^H H_i^r w_r - 2\Re(w_r^H H_i r w_i) \right) + \sigma^2 w_r^H w_r + 2 \tag{5.10}
\]

subject to

\[
w_i^H w_i \leq P_{\text{max}} \quad i = 1, 2 \tag{5.11}
\]

\[
e_i^H w_i w_i^H e_i + 2\Re(h_i^H w_i w_i^H e_i) + h_i^H w_i w_i^H h_i - \gamma e_i^H w_j w_j^H e_j
\]

\[-2 \gamma \Re(h_j^H w_j w_j^H e_j) - \gamma h_j^H w_j w_j^H h_j - \gamma e_i^H e_i \leq \varepsilon_i^2
\]

& \quad \varepsilon_i^H e_j \leq \varepsilon_j^2, \quad (i, j) \in \{i \neq j | 1, 2\} \& \forall k. \tag{5.12}
\]

The problem is non-convex, and we solve it by dividing into following sub-problems:

**Sub-problem I**

Here, the transmit beamforming vectors \(w_1\) and \(w_2\) are considered fixed. The receiver beamforming vector \(w_r\) is only associated with the objective function. Therefore, taking the derivative with respect to \(w_r\) and equalling that to zero gives the optimal solution,

\[
w_r = \left( \sum_{i=1}^{2} (H_i r w_i w_i^H H_i^r) + \sigma^2 I_N \right)^{-1} \left( \sum_{i=1}^{2} H_i r w_i \right). \tag{5.13}
\]

When \(w_r\) is fixed, the problem still a non-convex problem. Some modifications in the SINR constraints are required to solve the problem for \(w_1\) and \(w_2\). Here, we reformulate the constraints (5.12) as

\[
e_k^H B_{i,k} e_k + 2\Re(d_{i,k}^H e_k) + c_{i,k} \leq 0 \quad \text{with} \quad e_k^H e_k \leq \varepsilon_k^2, \quad i \in \{1, 2\} \& k \in \{1, \ldots, K\},
\]

where \(e_k = [e_{1,k}; e_{2,k}] \in \mathbb{C}^{N_1 + N_2},

\[
B_{1,k} = \begin{bmatrix}
  w_1 w_1^H & 0_{N_1 \times N_2} \\
  0_{N_2 \times N_1} & -\gamma w_2 w_2^H
\end{bmatrix}, \tag{5.15}
\]

\[
B_{2,k} = \begin{bmatrix}
  -\gamma w_1 w_1^H & 0_{N_1 \times N_2} \\
  0_{N_2 \times N_1} & w_2 w_2^H
\end{bmatrix}, \tag{5.16}
\]

\[
d_{1,k} = [w_1 w_1^H h_{1,k}; -\gamma w_2 w_2^H h_{2,k}], \quad d_{2,k} = [-\gamma w_1 w_1^H h_{1,k}; w_2 w_2^H h_{2,k}], \quad \text{and} \quad c_{i,k} = h_i^H w_i w_i^H h_i - \gamma h_i^H w_i w_i^H h_i - \sigma^2 \gamma_k \quad \text{for} \quad (i, j) \in \{i \neq j | 1, 2\}. \quad \text{More importantly, we introduce a new error bound} \quad e_k \text{ to satisfy both error bounds} \quad e_{1,k} \text{ and}
\]
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\( \epsilon_{2k} (\forall k) \). \( \epsilon_{2k}^2 \) is selected to satisfy \( \epsilon_{1k}^2 + \epsilon_{2k}^2 \leq \epsilon_{2k}^2 \). The modified constraint in (5.14) can be reformulated into a linear matrix inequality (LMI) using the S-procedure as in [142, p.655, Ap. B.2], i.e.,

\[
\begin{bmatrix}
\theta_{ik} I_{N_1} - B_{ik} & -d_{ik} \\
-d_{ik}^H & -c_{ik} - \theta_{ik} \epsilon_{2k}^2
\end{bmatrix} \succeq 0, \quad i \in \{1, 2\} \& k \in \{1, ..., K\},
\]

(5.17)

where \( \theta_{ik} \geq 0 \). This is useful to formulate other sub-problems and continue to solve the problem.

**Sub-problem II**

Here, we fix both \( w_2 \) and \( w_r \) and solve for the \( w_1 \). The problem is a quadratic optimization problem. The semidefinite program (SDP) relaxation [142, p.654, Ap. B.1] can be obtained as in (5.18)-(5.22), where \( A_i = H_i^H w_r w_r^H H_i, \) \( b_i = w_r H_i^H (i = 1, 2) \). Now, the problem is convex, and we solve this with SDP solver.

\[
\begin{align*}
\min_{w_1, w_1, \theta_{ik} \geq 0} \quad & \text{Tr}(A_1 w_1) - 2\Re(b_1^H w_1) + w_2^H A_2 w_2 - 2\Re(b_2^H w_2) + \sigma_r^2 w_r^H w_r + 2 \\
\text{subject to,} \quad & \begin{bmatrix} W_1 & w_1 \\
\w_1^H & 1 \end{bmatrix} \succeq 0, \\
& \begin{bmatrix}
\theta_{1k} I_{N_1} - W_1 & 0_{N_1 \times N_2} & -W_1 \bar{h}_{1k} \\
0_{N_2 \times N_1} & \theta_{1k} I_{N_2} + \gamma_k w_2^H w_2^H & \gamma_k w_2^H \bar{h}_{2k} \\
-h_{1k}^H W_1 & \gamma_k \bar{h}_{2k}^H w_2^H & (\theta_{1k} \epsilon_{2k}^2 - h_{1k}^H \bar{h}_{1k} + \gamma_k \bar{h}_{2k}^H w_2^H w_2^H + \sigma_r^2 \gamma_k)
\end{bmatrix} \succeq 0, \quad \text{for } k \in \{1, ..., K\}, \\
& \begin{bmatrix}
\theta_{2k} I_{N_1} + \gamma_k w_1 & 0_{N_1 \times N_2} & \gamma_k w_1 \bar{h}_{1k} \\
0_{N_2 \times N_1} & \theta_{2k} I_{N_2} - w_2^H w_2^H & -w_2^H \bar{h}_{2k} \\
\gamma_k \bar{h}_{1k}^H W_1 & -h_{2k}^H w_2^H w_2^H & (\theta_{2k} \epsilon_{2k}^2 + \gamma_k \bar{h}_{1k}^H w_1 \bar{h}_{1k} - h_{2k}^H w_2^H \bar{h}_{2k} + \sigma_r^2 \gamma_k)
\end{bmatrix} \succeq 0, \quad \text{for } k \in \{1, ..., K\},
\end{align*}
\]

(5.21)

(5.22)
In general, rank-one solution of $W_1$ is required to find the optimal $w_1$ of the original problem. In (5.18)-(5.22), we found that $W_1 = w_1 w_1^H$ is the optimal rank-one solution. This can happen in the case of variables are strictly feasible in the original problem [142, p.654, Ap. B.1].

Sub-problem III

We fix both $w_1$ and $w_r$, and solve for the $w_2$. This is also a quadratic optimization problem. The SDP relaxation can be obtained similar to the sub-problem II. Replacing $W_2$ with $w_2 w_2^H$ and grouping coefficients accordingly provides the optimization problem as (5.23)-(5.27).

$$\begin{align*}
\min_{w_2, w_2, \theta, \kappa} & \quad \text{Tr}(A_2 W_2) - 2\Re(b_2^H w_2) + w_1^H A_1 w_1 - 2\Re(b_1^H w_1) \\
& \quad + \sigma^2 \text{Tr}(w_2^H w_r) + 2 \\
\text{subject to,} & \quad \text{Tr}(W_2) - P_{\text{max}} \leq 0, \\
& \quad \begin{bmatrix} W_2 & w_2 \\
\begin{bmatrix} w_2 \\
w_2^H \end{bmatrix} & 1 \end{bmatrix} \succeq 0,
\end{align*}$$

$$\begin{align*}
& \begin{bmatrix} \vartheta_{1k} I_{N_1} - w_1 w_1^H & 0_{N_1 \times N_2} & -w_1 w_1^H \bar{h}_{1k} \\
0_{N_2 \times N_1} & \vartheta_{1k} I_{N_2} + \gamma_k W_2 & \gamma_k W_2 \bar{h}_{2k} \\
-\bar{h}_{1k} w_1 w_1^H & \gamma_k \bar{h}_{1k}^H W_2 & ( - \vartheta_{1k} \varepsilon_{1k}^2 - \bar{h}_{1k} w_1 w_1^H \bar{h}_{1k} \\
& + \gamma_k \bar{h}_{2k}^H W_2 \bar{h}_{2k} + \sigma^2 \gamma_k) \\
\end{bmatrix} \succeq 0 \\
f& = \begin{cases} k \in \{1, \ldots, K\}, \end{cases}
\end{align*}$$

$$\begin{align*}
& \begin{bmatrix} \vartheta_{2k} I_{N_1} + \gamma_k w_1 w_1^H & 0_{N_1 \times N_2} & \gamma_k w_1 w_1^H \bar{h}_{1k} \\
0_{N_2 \times N_1} & \vartheta_{2k} I_{N_2} - W_2 & -W_2 \bar{h}_{2k} \\
\gamma_k \bar{h}_{1k}^H w_1 w_1^H & -\bar{h}_{2k}^H W_2 & ( - \vartheta_{2k} \varepsilon_{2k}^2 + \gamma_k \bar{h}_{1k}^H w_1 w_1^H \bar{h}_{1k} \\
& - \bar{h}_{2k}^H W_2 \bar{h}_{2k} + \sigma^2 \gamma_k) \\
\end{bmatrix} \succeq 0 \\
f& = \begin{cases} k \in \{1, \ldots, K\}, \end{cases}
\end{align*}$$

Since the problem is convex, we use a SDP solver to find the solution. The optimum beamforming vector satisfies the $W_2 = w_2 w_2^H$ as in the sub-problem II. Finally, all sub-problems are iteratively solved till the final MSE value is converged. The final algorithm to obtain beamforming vectors is provided as
Algorithm 5.1. Modern wireless devices have higher processing powers, and hence the algorithm can be used at the user nodes. The $w_r$ is sent to the relay node prior data transmission.

Algorithm 5.1 Secure robust beamforming design for ellipsoidal uncertainty model

Information about $K, P_{\text{max}}, \gamma_k, \sigma_r^2, \sigma_e^2, N_i, \varepsilon_k, H_{ir}, h_{ik}(\forall i \& \forall k)$ is available.

1: initialize : Beamforming vectors $w_i = \sqrt{\frac{P_{\text{max}}}{N_i}} 1$.
2: repeat
3: for $m = 1 : M$ do
4: Fix $w_1$ and $w_2$ obtained from step 6 (Or step 1 at $m = 1$). Find optimum $w_r$ from (5.13).
5: Fix $w_2$ and $w_r$ obtained from step 4. Solve problem (5.18)-(5.22) to find optimum $w_1$.
6: Fix $w_1$ and $w_r$ obtained from step 5. Solve problem (5.23)-(5.27) to find optimum $w_2$.
7: end for
8: until MSE$_r$ converge.

5.3.2 Perfect CSI on the user-to-eavesdropper channel

When $\varepsilon_k = 0$, the optimization problem (5.7) can be solved only with two sub-problems. The first sub-problem is similar to (5.13) and the second one gives as

$$\min_{W, w} \frac{1}{2} \text{Tr}(A W) - 2 \Re(b^H w) + \sigma_r^2 w_r^H w_r + 2$$

subject to

$$\text{Tr}(P_i W) - P_{\text{max}} \leq 0, \quad i \in \{1, 2\},$$

$$\begin{bmatrix} W & w \\ w^H & 1 \end{bmatrix} \succeq 0$$

$$\text{Tr}(Q_{ik} W) - \sigma_e^2 \gamma_k \leq 0 \quad i \in \{1, 2\} \& k \in \{1, .., K\},$$

where $w = [w_1; w_2] \in \mathbb{C}^{N_1 + N_2}$, $A = [A_1 0_{N_1 \times N_2}; 0_{N_2 \times N_1} A_2]$, $b = [b_1; b_2]$, $P_1 = [I_{N_1} 0_{N_2 \times N_1}; 0_{N_1 \times N_2} 0_{N_2 \times N_2}]$, $P_2 = [0_{N_1 \times N_1} 0_{N_2 \times N_1}; 0_{N_1 \times N_2} I_{N_2}].$
\[ Q_{1k} = [h_{1k} h_{1k}^H \ 0_{N_2 \times N_1} \ 0_{N_1 \times N_2} \ -\gamma_k h_{2k} h_{2k}^H], \quad \text{and} \quad Q_{2k} = [-\gamma_k h_{1k} h_{1k}^H \ 0_{N_2 \times N_1} \ 0_{N_1 \times N_2} \ h_{2k} h_{2k}^H]. \]

This is also a SDP relaxation and can be solved with a SDP solver.

During the MA stage, the proposed design ensures that SINR at eavesdroppers stay below the threshold limit. Therefore, eavesdroppers cannot decode at least one symbol from \( s_1 \) and \( s_2 \). During the BC stage, the relay broadcasts the XOR of the symbols, which is now an encrypted symbol for eavesdroppers. Therefore, the BC stage is not illustrated for the ellipsoidal uncertainty model. We verify this in the numerical results.

### 5.3.3 Numerical results

In this section, we first analyze the convergence of the proposed Algorithm 5.1. Next, Monte Carlo simulations are used with the proposed algorithm to illustrate the error performance of the TWR communication. Moreover, these simulations are applied to investigate the SINR distributions at a given eavesdropper. We consider a basic TWR system with a single eavesdropper, where all nodes are equipped with two antennas. All channels (including the estimated channel between the \( U_i \) and eavesdropper) are assumed to undergo Rayleigh fading with entries \( \sim \mathcal{CN}(0, 1) \). The error component is generated using truncated Gaussian distributions with entries \( \sim \mathcal{CN}(0, 1) \). The variance of the noise is considered equal at all nodes, i.e., \( \sigma_n^2 = \sigma^2 \). Algorithm 5.1 is used to find beamforming vectors for each channel realization. Furthermore, the user symbols are created with BPSK modulation with unit power. The relay node performs ML estimation to find the XOR of transmitted messages. The numerical examples are performed for 10000 channel realizations.

In Fig.5.2, the convergence of the AMSE is illustrated with the number of iterations. Since we consider single eavesdroppers, \( \varepsilon_k \) and \( \gamma_k \) are denoted as \( \varepsilon \) and \( \gamma \). Different \( \varepsilon^2 \) and \( \gamma/\sigma^2 \) values are considered when \( P_{\max}/\sigma^2 = 10 \) dB. The algorithm converges with a few number of iterations for all cases. The AMSE decreases with \( \gamma/\sigma^2 \). For fixed \( P_{\max}/\sigma^2 \) and \( \gamma/\sigma^2 \), the AMSE decreases with \( \varepsilon^2 \). When \( \varepsilon^2 \) is high, the users are uncertain about the eavesdropper channel. Then, the users reduce their transmit powers to prevent eavesdropping. In such cases, the received signal power at the relay also reduces, which degrades its performance.
Fig. 5.2. Convergence of the Algorithm 5.1. \( K = 1 \) and \( P_{\text{max}}/\sigma^2 = 10 \) dB, [128].

Fig. 5.3 shows the average BER at the relay versus \( P_{\text{max}}/\sigma^2 \). The BER represents the PNC mapping error at the relay node. Two sub-optimal beamforming schemes are compared with the proposed secure beamforming scheme. The first sub-optimal scheme uses ZF precoding at the user nodes. The precoder at the \( U_i \) is obtained as pseudo-inverse of the \( U_i \)-to-relay channel, i.e. \( \sqrt{P_{\text{max}}} \mathbb{H}^{-1}_{ir} \mathbb{H}^{H}_{ir} \mathbb{H}^{H}_{ir} \mathbb{H}^{H}_{ir} \). The second scheme is the unsecured optimal beamforming scheme, where the problem (5.7) is solved without the SINR constraints. The problem becomes QCQP of the \( w_1 \) and \( w_2 \) variables. Both are unsecured schemes since they do not prevent the eavesdropping of user information. Fig. 5.3 shows that the ABER improves with the \( P_{\text{max}}/\sigma^2 \) for all these schemes. The unsecured optimal beamforming design provides the best BER performance to the TWR system. The unsecured ZF provides a lower performance than the rest during the low SNR region. There is a maximum error performance level that the secured optimal beamforming designs can achieve. Therefore, we expect ZF to provide better performance in the high SNR region than the proposed beamforming scheme. The eavesdropper SINR threshold \( \gamma/\sigma^2 \) is varied from 0 to 3 dB in the secured beamforming scheme, where the performance is
Fig 5.3. Average BER versus $\frac{P_{\text{max}}}{\sigma^2}$ for different $\varepsilon$ and $\frac{\gamma}{\sigma^2}$, [128] © 2014, IEEE.

Fig 5.4. c.d.f. of the received SINR of $s_1$ at the eavesdropper. $\frac{\gamma}{\sigma^2} = 0$ dB and $\frac{P_{\text{max}}}{\sigma^2} = 10$ dB, [128] © 2014, IEEE.
improved with $\gamma/\sigma^2$. However, when the $\varepsilon^2$ is higher, the BER performance degrades. These observations are similar to the Fig.5.2.

Finally, Fig.5.4 shows the c.d.f. of the received SINR of $s_1$ at the eavesdropper. We assume $P_{\text{max}}/\sigma^2 = 10$ dB and $\gamma/\sigma^2 = 0$ dB. In the perfect CSI scenario, the maximum received SINR at the eavesdropper is limited at the desired level (0 dB in this simulation). However, when $\varepsilon^2$ is higher, the maximum received SINR at the eavesdropper is lower than the desired level (for interception). This reflects that the beamforming design provides higher security even with the imperfect CSI. In the sub-optimal scenarios, it is clear that the SINR is not limited at the eavesdropper. This allows eavesdropper to intercept information.

5.4 Robust beamforming under Gaussian Markov Uncertainty model

When the CSI error follows GMU model, the robust beamforming design is different from the previous section. Both MA and BC stages are considered in the beamforming design.

5.4.1 Beamforming for MA Stage

We assume GMU model [147] for the $U_i$-to-$E_k$ channel as

\[
H_{ik} = \sqrt{1 - \beta_{ik}^2} \bar{H}_{ik} + \beta_{ik} E_{ik},
\]

where $\bar{H}_{ik} \in \mathbb{C}^{N_k \times N_i}$ is the estimated channel component with entries assumed to be $\sim \mathcal{CN}(0, \sigma^2)$, $E_{ik} \in \mathbb{C}^{N_k \times N_i}$ is the error component with entries assumed to be $\sim \mathcal{CN}(0, \sigma^2)$, and $\beta_{ik} \in [0, 1]$ controls the amount of uncertainty in the CSI. We rewrite this by including the receiver beamforming vector at the $E_k$, and obtain $h_{ik} = \sqrt{1 - \beta_{ik}^2} \bar{h}_{ik} + \beta_{ik} e_{ik}$, where all random entries are $\sim \mathcal{CN}(0, \sigma^2)$.

Now, the SINR constraints of the optimization problem (5.7) consist of error components. These error components have a known Gaussian distribution, therefore, a robust beamforming design can be considered by taking expectation in terms of error variables. After some algebraic manipulations on (5.7), the
robust optimization problem is reformulated as in (5.30)-(5.32).

\[
\begin{align*}
\min_{w_i, w_2, w_r} & \quad \sum_{i=1}^{2} \left( w_i^H H_i w_i w_r^H H_r^H w_r - 2\Re(w_i^H H_i w_i) \right) + \sigma_r^2 w_r^H w_r + 2 \\
\text{sub. to} & \quad w_i^H w_i \leq P_{\text{max}} \\
& \quad (1 - \beta_{1k}^2) w_i^H h_{1k} h_{1k}^H w_i + \beta_{1k}^2 \sigma_r^2 w_i^H w_i - \gamma_k (1 - \beta_{2k}^2) w_i^H h_{2k} h_{2k}^H w_j - \gamma_k \beta_{2k}^2 \sigma_r^2 w_j^H w_j \leq \gamma_k \sigma_{\text{ck}}^2 \\
& \quad (i, j) \in \{i \neq j \mid 1, 2\} \quad \forall k.
\end{align*}
\] (5.32)

This is a non-convex optimization problem and we use an iterative method to solve this. The problem is divided into following two sub-problems.

**Sub-problem I**

Here, the transmit beamforming vectors \(w_1\) and \(w_2\) are considered fixed. The optimal \(w_r\) is given by the 5.13.

**Sub-problem II**

When \(w_r\) is fixed, the problem (5.30)-(5.32) can be reformulated by taking \(w = [w_1; w_2] \in \mathbb{C}^{N_1+N_2}\). Then, the problem becomes a quadratic optimization problem as

\[
\begin{align*}
\min_w & \quad w^H A w - 2\Re(b^H w) + \sigma_r^2 w_r^H w_r + 2 \\
\text{sub. to} & \quad w^H P_i w - P_{\text{max}} \leq 0 \quad \forall i \\
& \quad w^H A_{ik} w - \gamma_k \sigma_{\text{ck}}^2 \leq 0 \quad \forall i \& \forall k,
\end{align*}
\] (5.33)

where

\[
A_{1k} = \begin{bmatrix}
(1 - \beta_{1k}^2) h_{1k} h_{1k}^H + \beta_{1k}^2 \sigma_r^2 I_{N_1} & \mathbf{0}_{N_1 \times N_2} \\
\mathbf{0}_{N_2 \times N_1} & -\gamma_k ((1 - \beta_{2k}^2) h_{2k} h_{2k}^H + \beta_{2k}^2 \sigma_r^2 I_{N_2})
\end{bmatrix},
\]

and

\[
A_{2k} = \begin{bmatrix}
-\gamma_k ((1 - \beta_{1k}^2) h_{1k} h_{1k}^H + \beta_{1k}^2 \sigma_r^2 I_{N_1}) & \mathbf{0}_{N_2 \times N_1} \\
\mathbf{0}_{N_1 \times N_2} & (1 - \beta_{2k}^2) h_{2k} h_{2k}^H + \beta_{2k}^2 \sigma_r^2 I_{N_2}
\end{bmatrix}.
\]

This is not a convex optimization problem. However, according to [142, p.654, Ap. B.1], this can be solved by reformulating it into a SDP. The SDP relaxation
can be obtained as in (5.34).

\[
\begin{align*}
\min & \quad \text{Tr}(\mathbf{AW}) - 2\Re(b^H\mathbf{w}) + \sigma_r^2\mathbf{r}^H\mathbf{w} + 2 \\
\text{sub. to} & \quad \text{Tr}(\mathbf{P}_i\mathbf{W}) - P_{\text{max}} \leq 0 \quad \forall i \\
& \quad \text{Tr}(\mathbf{A}_{ik}\mathbf{W}) - \gamma_k\sigma_{\epsilon_k}^2 \leq 0 \quad \forall i \& \forall k \quad (5.34)
\end{align*}
\]

Now, the problem (5.34) is convex, and can be solved with the interior point method. In general, rank-one solution of \( \mathbf{W} \) is required to find the optimal \( \mathbf{w} \) of the original problem. The procedure to obtain the rank-one solution are described in [148, 149]. Both sub-problems are iteratively solved till the final MSE is converged. The final algorithm to obtain beamforming vectors is provided as Algorithm 5.2.

**Algorithm 5.2 Secure beamforming design for MA stage**

Information about \( K, P_{\text{max}}, \gamma_k, \sigma^2, \sigma_{\epsilon_k}^2, \sigma_{\epsilon_r}^2, N_i, \beta_{ik}, \mathbf{H}_{ir}, \mathbf{h}_{ik} (\forall i, \forall k) \) is available.

1: **initialize**: Beamforming vectors \( \mathbf{w}_i = \sqrt{\frac{P_{\text{max}}}{N_i}}\mathbf{1} \).

2: **repeat**

3: **for** \( m = 1 : M \) **do**

4: Fix \( \mathbf{w}_1 \) and \( \mathbf{w}_2 \) obtained from step 5 (Or step 1 at \( m = 1 \)). Find optimum \( \mathbf{w}_r \) from (5.13).

5: Fix \( \mathbf{w}_r \) obtained from step 4. Solve problem (5.34) to find optimum \( \mathbf{W} \). Obtain optimal rank-one solution of \( \mathbf{W} \) to find \( \mathbf{w}_1 \) and \( \mathbf{w}_2 \).

6: **end for**

7: **until** MSE converge.

8: Update \( \mathbf{w}_r \) at the relay.

### 5.4.2 Beamforming for BC Stage

The CSI of \( \mathbf{H}_{rk} (\forall k) \) at the relay node is assumed to follow GMU model. Considering post-processing at the \( E_k \), we have \( \mathbf{h}_{rk} = \sqrt{1 - \beta_{rk}^2}\mathbf{h}_{rk} + \beta_{rk}\mathbf{e}_{rk} \), where all entries of \( \mathbf{h}_{rk} \) and \( \mathbf{e}_{rk} \) are \( \sim \mathcal{CN} (0, \sigma^2) \). \( \beta_{rk} \in [0, 1] \) controls the amount of uncertainty in the CSI.
The problem (5.9) is considered with this CSI model. Similar to the previous stage, the robust beamforming design is considered by taking expectation in terms of error variables, where the reformulated robust optimization problem is obtained as

$$\min_{\mathbf{v}_{r}, \mathbf{v}_{1}, \mathbf{v}_{2}} \sum_{i=1}^{2} 0.5(\rho \mathbf{v}_i^H \mathbf{H}^T_{ir} \mathbf{v}_r \mathbf{v}_r^H \mathbf{H}_{ir} \mathbf{v}_i - 2\rho \mathbb{R}(\mathbf{v}_i^H \mathbf{H}^T_{ir} \mathbf{v}_r) + \sigma^2_i \mathbf{v}_i^H \mathbf{v}_i + 2\rho)$$

subject to

$$\mathbf{v}_r^H \mathbf{v}_r \leq \frac{P_{\text{max}}}{\rho}$$

$$(1 - \beta^2_r)\mathbf{v}_r^H \mathbf{h}_r \mathbf{h}_r^H \mathbf{v}_r + \beta^2_r \sigma^2 \mathbf{v}_r^H \mathbf{v}_r \leq \hat{\gamma}_k \sigma^2 / \rho \quad \forall k.$$ (5.35)

This is also a non-convex optimization problem, and the problem is divided into sub-problems and solved iteratively. First, the transmit beamforming vector $\mathbf{v}_r$ at the relay is considered fixed, the solution of $\mathbf{v}_i$ is obtained as,

$$\mathbf{v}_i = \left(\mathbf{H}_{ir}^T \mathbf{v}_r \mathbf{v}_r^H \mathbf{H}_{ir}^* + \sigma^2_i \mathbf{I}_{N_i}\right)^{-1} \mathbf{H}_{ir}^T \mathbf{v}_r \quad i = 1, 2.$$ (5.36)

Next, the receiver beamforming vectors $\mathbf{v}_1$ and $\mathbf{v}_2$ are considered fixed. Then, the modified problem (5.35) becomes convex QCQP of the variable $\mathbf{v}_r$. This can be easily solved with the interior point method. Finally, the iterative method is used in the BC stage as similar to the Algorithm 5.2.

Fig 5.5. Convergence of the Algorithm 5.2. $K = 4$, and $P_{\text{max}}/\sigma^2 = 10$ dB.
5.4.3 Numerical results

A similar Monte Carlo simulation set-up is considered as in the section 5.3.3 except for the parameters $\beta_{ik}$ and $\beta_{rk}$ which control the amount of uncertainty in the CSI. All are assumed to be $\beta$ to simplify the discussion. Moreover, the SINR threshold levels at eavesdroppers are equal to $\gamma$. In Fig.5.5, the convergence of the Algorithm 5.2 is illustrated with the number of iterations. Different $\beta$ and $\gamma/\sigma^2$ values are considered when $P_{\text{max}}/\sigma^2 = 10$ dB. For all cases, the algorithm converges with a small number of iterations. The AMSE decreases with $\gamma/\sigma^2$ and uncertainty parameter $\beta$. Since the convergence of the algorithm is fast, this is suitable to consider in practical deployments. The iterative scheme used in the BC stage has a similar convergence pattern. Therefore, it is not illustrated.

Fig.5.6 shows the AMSE at the relay versus the number of eavesdroppers. The AMSE increases with the number of eavesdroppers $K$. When $K$ is high, the optimization problem has more constraints. Then the feasibility set becomes smaller. Therefore, the AMSE increases with $K$. However, when $\beta$ increases the AMSE degrades. This is possible as the robust optimization problem is formulated by taking the expectation of SINR constraints.

The SINR distributions at $E_1$ during both MA and BC stages are illustrated.
Fig 5.7. c.d.f. of the received SINR at $E_1$, $K = 4$, and $P_{\text{max}}/\sigma^2 = 10$ dB.

in Fig.5.7 and Fig.5.8. During the MA stage, the c.d.f. of the SINR of symbol $s_1$ and maximum SINR of symbols $s_1$ and $s_2$ are shown in Fig.5.7. There we assume four eavesdroppers, $P_{\text{max}}/\sigma^2 = 10$ dB, and $\gamma/\sigma^2 = 0$ dB. The maximum SINR always has a certain gap with the SINR of $s_1$. In a near perfect CSI scenario, i.e., $\beta = 0.1$, the maximum SINR at $E_1$ is almost limited at the desired level (0 dB in this simulation). When $\beta$ is higher, the maximum SINR at the eavesdropper exceeds the desired level. Eavesdroppers can intercept user information in such scenarios. This can be avoided by reducing $\gamma$ in the optimization problem.

Fig.5.8 shows the c.d.f. of the received SINR of symbol $s_r$ at $E_1$ during the BC stage. We assume the same simulation parameters except for $\rho = 1$. For all $\beta$ values, the received SNR at the eavesdropper is almost limited at the desired level. Therefore, the eavesdropper is prevented from decoding $s_r$. Even though the eavesdropper succeeds in decoding one symbol during the MA stage, it can not decode the other symbol during the BC stage.

Finally, Fig.5.9 shows the ABER for bi-directional communication. Bit errors at both users are considered, and plotted with $P_{\text{max}}/\sigma^2$. Similar simulation parameters are used as with the Fig.5.7 and Fig.5.8. There is a maximum error performance level that the secured optimal beamforming designs can achieve.
Fig 5.8. c.d.f. of the received SNR of $s_r$ at $E_1$, $K = 4$, and $P_{\text{max}}/\sigma^2 = 10$ dB.

Fig 5.9. Average BER versus $P_{\text{max}}/\sigma^2$ for different $\beta$ and $\gamma/\sigma^2$. 
The SINR constraints which are adopted to prevent eavesdropping produce such behavior. Error performance is better when the $\gamma/\sigma^2$ is high. Thus, we can expect better error performance in a secure environment. The error performance degrades when $\beta$ increases. Considering bi-directional communication, this reflects that uncertainty of CSI has an unfavorable effect on the TWR performance.

5.5 Summary and discussion

In this chapter, we discussed robust secure beamforming schemes to prevent eavesdropping on the MIMO TWR system. The relay node was considered to perform PNC mapping which provided an added security by transmitting XOR of two received information. Multiple eavesdroppers were considered with multiple antennas at each eavesdropper. The performance of the user communication was improved by minimizing MSE at both MA and BC stages, where we used SINR policy for eavesdroppers to prevent intercepting user information. Therefore, the proposed secure beamforming designs were based on minimizing MSE, subject to the power and SINR threshold constraints. Particularly, the CSI of user-eavesdropper channels was imperfect at the user nodes. Thus, two different channel uncertainty models were used to solve the optimization problems.

First, the ellipsoidal uncertainty model was considered to characterize CSI error at the user nodes. The optimization problem became non-convex, and iterative method was adopted to find optimal solutions. The sub-problems were reformulated as SDP relaxations and solved with convex optimization tools. Numerical results suggested that the proposed algorithm converged fast and provided higher security. With this model, the c.d.f. of received SINR at a given eavesdropper was numerically investigated for different error bounds. The robust beamforming design perfectly limited the received SINR at the eavesdropper during the MA stage. Therefore, the beamforming design during the BC stage was not mandatory. At least one message should be decoded during the MA stage to recover the other one during the BC stage.

Next, we considered GMU model for the CSI of user-eavesdropper and relay-eavesdropper channels. The optimization problems were solved with iterative approach in both MA and BC stages. Proposed algorithms were used to analyze the performance of the TWR and investigate the SINR distribution at a given eavesdropper. Numerical results suggested that the algorithm converged fast and
provided higher security. Unlike in the earlier model, this required beamforming during both stages to provide higher secrecy for the TWR communication. This occurred mainly due to the SINR constraint, which was considered by taking the expectation over Gaussian error variable.
6 Conclusions and future directions

In this chapter, we summarize the most notable contributions and main results obtained in this thesis, and we highlight some future research directions.

6.1 Conclusions

This thesis has investigated MIMO relaying scenarios in wireless communication systems. A greater emphasis was placed on to analyze relevant practical situations on MIMO dual-hop relaying and MIMO TWR systems. The first chapter was used to present the motivation for the research and related prior studies. Chapters 2-5 mainly concentrated on studying AF MIMO relaying over asymmetric fading channels, joint precoder-decoder designs on MIMO TWR systems, MIMO TWR based underlay D2D communication, and secure beamforming of MIMO TWR systems. In particular for MIMO TWR systems, more stress was placed on to facilitate PNC mapping at the relay.

In Chapter 2, a complete analysis on non-coherent AF MIMO dual-hop relaying over Rayleigh-Rician fading environment was considered to find the benefits of the relay deployments in the presence of a LoS path to the destination. Several AF MIMO dual-hop cases were considered with OSTBC, optimal single stream beamforming, and multiple relays. The main attention was given to study OSTBC based AF MIMO dual-hop system, where CSI was not required at the source and relay nodes. The statistical parameters of the received SNR at the destination were derived using finite-dimensional random matrix theory. In particular, the expressions for the m.g.f., moments, and probability distributions were obtained for the received SNR. Initially, the relay-destination channel was assumed to undergo non-i.i.d. Rician fading, and then other scenarios of Rician fading such as correlated Rician, i.i.d. Rician and Rayleigh were considered separately. The statistical results were used to analyze the performance of the system in terms of BER, AoF, outage probability, and diversity order and array gains.

For a fixed channel gain, the results indicated that the Rician factor had a significant influence on the performance of AF MIMO dual-hop system. The
usual understanding is that having a good LoS component provides a better performance, which was not found to be true according to the study. In fact, it was the case only when the relay or destination was equipped with a single antenna. When all nodes have multiple antennas, the performance degraded with a higher Rician factor. This is possible as the MIMO is benefited by having good scattering environment which enhances the diversity gain. Nevertheless, it is possible to argue that the channel gain can be higher in LoS relay deployment. In such cases, the performance improves due to the higher channel gain. The studies on other transmission techniques also suggested a similar behavior.

Furthermore, the optimal single stream beamforming based AF MIMO relaying provided better performance than the OSTBC based scheme, where it utilized CSI knowledge to find beamforming vectors.

The focus of Chapter 3 was given to study MIMO TWR systems with PNC mapping at the relay node. The complexity of the PNC mapping was treated by incorporating precoders and decoders at the nodes, which provided independent streams at the relay node. The ZF criterion was used at the nodes when the perfect CSI was available at the nodes. The power allocation was determined to maximize the bi-directional sum-rate, where KKT conditions were used to obtain the optimal solution. When CSI was imperfect at the nodes, we proposed robust joint precoder-decoder scheme based on minimizing WMSE. The error components were quantified by utilizing an orthogonal training sequence. During both MA and BC stages of TWR, optimization problems were formulated considering CSI error, antenna correlations, and transmit power constraints. These problems became non-convex and were solved by using iterative algorithms. The proposed algorithms provided the global optimal solutions. The impact of antenna correlation, and CSI error on the TWR performance were numerically investigated with several other schemes. With these precoder-decoders designs, the study revealed that we can simplify the complexity of MIMO PNC mapping and improve overall performance of TWR.

In Chapter 4, the MIMO D2D communication undelaying cellular communication was investigated considering two D2D modes, namely PNC based D2D and direct D2D. With the PNC based D2D communication, devices that were far apart used a relay station to assist their bi-directional communication. Joint precoder-decoder schemes were proposed to improve the performance and mitigate the interference of BS-MS and D2D communications. This was also used
to simplify PNC mapping at the relay node.

For PNC based D2D mode, distributed and centralized optimization approaches were used in the joint design. Particularly, both D2D and BS-MS communications minimized their MSE, subjected to the transmit power and interference threshold constraints. The greedy optimization method was used in the distributed approach, where a given distributed problem was solved in a globally optimal manner using an iterative approach. Then, the precoder variables were exchanged between the RS and BS. As verified by the numerical results, this improved the final solution. The problem became a multi-criterion optimization problem in the centralized approach, and we solved it to find Pareto optimal points. The centralized method was utilized to show that the distributed approach also gives near Pareto optimal solutions. Numerical results also showed that the use of the interference threshold limit in each communication improved the average error performances of both D2D and BS-MS communications.

For the direct D2D mode, a given distributed problem was solved analytically using the KKT conditions. Then the final solutions were improved by adopting the same distributed approach as PNC based D2D mode. The numerical analysis showed several significant improvements of D2D communication. Dynamic mode selection scheme with proposed D2D modes gave a higher performance in the system. All other compared modes were inferior to the dynamic mode selection. The PNC based D2D mode expanded the coverage area for D2D communication. When the devices are very close to each other, the direct D2D mode was the preferred mode. When they are far apart, and a relay node is available to assist, the PNC based D2D mode was the desired option.

Finally, secure beamforming schemes for MIMO TWR in an unsecured environment were proposed in Chapter 5. Two users communicated over the trusted relay node with PNC mapping at the relay, where multiple eavesdroppers were interested in decoding the information. The proposed secure beamforming designs were based on minimizing MSE, subject to the power and SNR policy for eavesdroppers to prevent intercepting user information. Both MA and BC stages were considered in the design. The PNC mapping provided additional security by transmitting XOR of two received information during the BC stage. Two different channel uncertainty models were used as the CSI of user-eavesdropper channels was imperfect at nodes. In the ellipsoidal uncertainty model, the problems became non-convex, and iterative methods were adopted to find optimal
solutions. The sub-problems were reformulated as SDP relaxations and solved with convex optimization tools. In the GMU model, the optimization problems were solved with the same method as used in both MA and BC stages. For the ellipsoidal uncertainty model, the robust beamforming design perfectly limited the received SINR at the eavesdropper during the MA stage. Therefore, secure beamforming design for the BC stage was not mandatory. At least one message should be decoded during the MA stage to recover the other one during BC stage. However, beamforming for both stages were required in the GMU model to provide higher secrecy for the TWR communication. More importantly, the PNC based TWR system can be identified as a secure method compared to other relaying schemes to cope with possible security issues.

6.2 Future directions

It is possible to distinguish several other related MIMO relaying scenarios which are important for future wireless systems. One important direction of interest is information and energy transmissions employing relay nodes. Energy efficient system designs, with performance levels comparable to and exceeding the presently available techniques, will play a major role for future wireless communication. We are currently working on such a scenario, where the relay acts as an energy harvesting node. The received signal is split at the relay, where part of the energy of the received signal energy is stored, and another part is transmitted to the destination. Optimal beamforming at nodes can be used to improve the overall performance, and are useful to analyze the achievable trade-off between energy and information rate. Such energy harvesting relaying can be further studied with many other cases, e.g. assuming multiple energy harvesting receivers, considering traffic aware information relaying and energy harvesting, and utilizing movement patterns of the devices to schedule information relaying and harvesting energy.

For MIMO dual-hop relaying, analytical performance study of Rician-Rayleigh fading scenario is also essential to understand the consequences of such a situation. Our effort in finding analytical derivations of the statistical parameters for instantaneous SNR at the destination is not successful. However, potential studies will provide valuable insight to understanding asymmetric fading scenarios. Additionally, it is possible to identify many other MIMO dual-hop relaying
schemes which can be useful for future wireless systems.

Many studies on MIMO TWR have considered that relay supports only pair of users for the bi-directional communication. However, PNC mapping at the relay can be complex in multi-user TWR schemes. Thus, the relay node requires new techniques to handle multi-user PNC mapping. In this thesis, MIMO PNC mapping is investigated for the cases where perfect and imperfect CSI is available at the source nodes. CSI knowledge allowed us to mitigate multi-stream interference at the relay node. When the CSI is not available at the source, new methods are required to facilitate PNC mapping at the relay. Transmission methods, which are similar to space-time coding can play a significant role in such studies.

Recent studies on massive MIMO have indicated various benefits for wireless systems. These systems use a large number of antennas at the nodes, and PNC mapping in such a scenario can be challenging as estimating XOR of transmitted messages is a complicated task. In particular, the required processing capability can be significantly higher to implement ML estimation techniques. New methods are needed to handle such issues of massive MIMO PNC coding. Since many studies on massive MIMO now focus on ZF precoding schemes, it is worth to investigate such designs with PNC.

There are still many unsolved, but interesting problems in the context of MIMO relay assisted D2D communication. For example, D2D is considered in single operator environment in most cases. In a multi-operator environment, the devices that belong to different operators can also communicate using D2D mode. This is more spectrally efficient as devices can utilize much wider spectrum. Multi-operator spectrum sharing is now an important area of research, where operators are allowed to share the spectrum. Further investigation on D2D communication in such scenarios is required to realize the benefits of the wider spectrum. Furthermore, novel device discovery algorithms are needed to facilitate multi-operator D2D communication.

In the context of secure MIMO TWR systems, the beamforming designs assume that the eavesdroppers do not cooperate in the decoding of the user information. However, the chances of possible interceptions are high when eavesdroppers collectively decode the user information. The problem discussed in the thesis should be altered to provide secure transmission over such scenarios. In particular, this can be done by making some changes in the constraints of
the problem. Moreover, there can be other methods to avoid such corporate
eavesdropping. Since TWR system has three legitimate nodes, the eavesdropper
 coordinations (if the coordination happens via wireless links) can be tracked at
the legitimate nodes, which can be used to locate eavesdropper locations.
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Appendix 1 : Proof of Theorem 2.1

We consider the definition of the m.g.f. to derive the expression (2.16).

\[ M_\gamma(s) = \mathcal{E}_\gamma\{e^{-s\gamma}\}. \]  

(1.0.1)

Substituting the instantaneous SNR (2.15) into (1.0.1) gives,

\[ M_\gamma(s) = \mathcal{E}_{\mathbf{H}_1, \mathbf{H}_2}\{\exp(-s\alpha \gamma a^2 \text{Tr}(\mathbf{H}_1^H \mathbf{H}_2^H \mathbf{K}^{-1} \mathbf{H}_2 \mathbf{H}_1))\} \]

\[ = \mathcal{E}_{\mathbf{H}_2}\{M_\gamma|_{\mathbf{H}_2}(s)\}. \]  

(1.0.2)

Source-relay channel \( \mathbf{H}_1 \) has a matrix-variate complex Gaussian distribution. Therefore, we can write \( M_\gamma|_{\mathbf{H}_2}(s) \) as [136]

\[ M_\gamma|_{\mathbf{H}_2}(s) = \frac{1}{\det(I_{N_r} + s\alpha \gamma a^2 \mathbf{H}_2^H \mathbf{K}^{-1} \mathbf{H}_2)^{N_S}}. \]  

(1.0.3)

We use singular value decomposition (SVD) on \( \mathbf{H}_2 \) and obtain following expression for \( M_\gamma|_{\Phi}(s) \) using [36, Eq.30]

\[ M_\gamma|_{\Phi}(s) = \prod_{k=1}^{q} \left( \frac{1}{\sum_{i=1}^{q} \phi_i^{p-q} e^{-\phi_i}} \right)^{N_S}, \]  

(1.0.4)

where \( \phi_1, \phi_2, ..., \phi_q \) are nonzero ordered eigenvalues \( (0 < \phi_1 < \phi_2 < ... < \phi_q < \infty) \) of \( \frac{1}{\sigma^2} \mathbf{H}_2 \mathbf{H}_2^H \) and \( \Phi = \text{diag}(\phi_1, \phi_2, ..., \phi_q) \). Moreover, the joint eigenvalue distribution of \( \frac{1}{\sigma^2} \mathbf{H}_2 \mathbf{H}_2^H \) is given by [31]

\[ f_{\phi_1, ..., \phi_q}(\phi_1, ..., \phi_q) = \frac{c}{\det(V)} \det(\,_{0}F_{1}(t; \phi_i \lambda_j)) \det(W) \prod_{k=1}^{q} \phi_k^{p-q} e^{-\phi_k} \]  

(1.0.5)

where \( 0 < \phi_1 < \phi_2 < ... < \phi_q < \infty, \, _{0}F_{1}(\cdot; \cdot) \) is the generalized hypergeometric function defined in [134],

\[ c = \frac{e^{-\text{Tr}(\Lambda)}}{(\Gamma(t))^q}. \]  

(1.0.6)

and \( W \) is \( q \times q \) vandermonde matrix with its determinant given by

\[ \det(W) = \det(\phi_i^{q-j}) = \prod_{i<k}(\phi_i - \phi_k). \]  

(1.0.7)
The unconditional m.g.f. can now be obtained by averaging (1.0.4) with respect to (1.0.5) to yield

\[ M_{\gamma}(s) = \frac{c}{\det(V)} \left( \prod_{k=1}^{q} \frac{1}{1 + \frac{a \alpha \gamma s}{\sigma^2 \phi_k}} \right)^{N_S} \det(W) \]

\[ \times \det(a F_1(t; \phi_1 \lambda_j)) \prod_{k=1}^{q} \phi_k^{p-q} e^{-\phi_k} \ d\phi_1 \ldots d\phi_q \] (1.0.8)

where \( D = \{0 < \phi_1 < \phi_2 < \ldots < \phi_q < \infty\} \). This multiple integral can be solved using [150, Corollary 2] to obtain

\[ M_{\gamma}(s) = \frac{c}{\det(V)} \det \left( \int_0^\infty \frac{y^{p-1} e^{-y} (1 + a^2 \sigma^2 y)^{N_S}}{(1 + a^2(1 + \alpha \gamma s) \sigma^2 y)^{N_S}} \; \, _0F_1(t; y \lambda_j) \; \, dy \right). \] (1.0.9)

Here we introduce \( I(s) \) as a \( q \times q \) matrix with \((i,j)^{th}\) element given by,

\[ (I(s))_{i,j} = \int_0^\infty \frac{y^{p-i} e^{-y} (1 + a^2 \sigma^2 y)^{N_S} _0F_1(t; y \lambda_j) \; \, dy}{(1 + a^2(1 + \alpha \gamma s) \sigma^2 y)^{N_S}}. \] (1.0.10)

We use the infinite series expansion of the \( _0F_1(t; y \lambda_j) \) [134] and the binomial expansion to simplify (1.0.10) as

\[ (I(s))_{i,j} = \sum_{k=0}^{N_S} \sum_{l=0}^{\infty} \left( \frac{N_S}{k} \right) \left( \frac{a^2 \sigma^2 \lambda_j^l}{(t)l!} \right) \int_0^\infty \frac{y^{p+k+l-1} e^{-y}}{(1 + a^2(1 + \alpha \gamma s) \sigma^2 y)^{N_S}} \; \, dy. \] (1.0.11)

Finally, the m.g.f. (2.17) is obtained using [134, Eq. 3.383.5].
Appendix 2: Proof of Corollary 2.1 and 2.2

Here, we present derivation of the m.g.f. of the SNR for the scenarios where relay-destination channel undergoes correlated Rician, and i.i.d. Rician fading.

In the correlated Rician fading scenario, $\mathbf{H}_q$ is not a full rank matrix. Therefore, we consider $\frac{\eta^2}{\sigma^2} \mathbf{H}_q \mathbf{H}_q^H$ to have $m$ positive eigenvalues, where $0 < m < q$. We denote $0 < \lambda_{q-m+1} < \lambda_{q-m+2} < \ldots < \lambda_q < \infty$ as non-zero ordered eigenvalues of $\frac{\eta^2}{\sigma^2} \mathbf{H}_q \mathbf{H}_q^H$. All other eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_{q-m}$ are considered as zero.

Thus taking the limit of m.g.f. in non-i.i.d. Rician we have,

$$M_\gamma(s)_{\text{cor}} = \lim_{\lambda_1, \lambda_2, \ldots, \lambda_{q-m} \to 0} M_\gamma(s).$$

We use m.g.f. given in (1.0.9) and it gives $0/0$ for the limit. Therefore we use l’Hôpital rule to evaluate it. We take $(j-1)^{th}$ derivative with respect to $\lambda_j$ for elements in $j$th column/row of $\mathbf{I}(s)$ and $\mathbf{V}$ as in [31]. Then we evaluate limit of $\lambda_j$ as it goes to zero for $j = 1, \ldots, q-m$. This gives

$$\lim_{\lambda_j \to 0} \frac{d^{j-1}}{d\lambda_j^{j-1}} \left( \mathbf{I}(s)_{i,j} \right) = \frac{\Gamma(t)}{\Gamma(p-q+j)} \lim_{\lambda_j \to 0} \int_0^\infty y^p \left( 1 + a^2 \sigma^2 y \right)^{N_s} dy \times \frac{\Gamma(t)}{\Gamma(p-q+j)} \int_0^\infty y^p \left( 1 + a^2 \sigma^2 y \right)^{N_s} dy \times \frac{(1 + a^2 \sigma^2 y)^{N_s}}{(1 + a^2(1 + \alpha \gamma_s) \sigma^2 y)^{N_s}} dy.$$  \hspace{1cm} (2.0.2)

After differentiation and taking the limit as above $\det(\mathbf{V})$ becomes

$$\det(\mathbf{V}) = (-1)^{q(q-1)/2} (\lambda_{q+1-m} \lambda_{q+2-m} \ldots \lambda_q)^{q-m} \prod_{i=m}^{q-1} \Gamma(q - i) \det(\mathbf{V}_m),$$ \hspace{1cm} (2.0.3)

where $\mathbf{V}_m$ is $m \times m$ vandermonde matrix with its determinant given by

$$\det(\mathbf{V}_m) = \prod_{q-m < i < k} (\lambda_k - \lambda_i).$$ \hspace{1cm} (2.0.4)

Now, we interchange the $i^{th}$ row with the $(q-i+1)^{th}$ row for $i = 1, 2, \ldots, \lfloor q/2 \rfloor$ in above modified determinant of $\mathbf{I}(s)$, where $\lfloor q/2 \rfloor$ refers to the largest integer less than $q/2$. 
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than or equal to $q/2$. This cancels $(-1)^{q(q-1)/2}$ term coming from the $\det(V)$. After some algebraic manipulations, we can simplify (2.0.1) as

$$M_\gamma(s)_{\text{cor}} = \frac{c}{\Gamma(t)}^{q-m} \frac{\det(I_{\text{cor}}(s))}{(\lambda_{q+1-m} \lambda_{q+2-m} \cdots \lambda_{q})^{q-m}} \times \frac{1}{\prod_{z=1}^{p-q} \Gamma(q-z) \prod_{r=m}^{q-1} \Gamma(q-r)}.$$  

(2.0.5)

Here, we consider resultant determinant as $\det(I_{\text{cor}}(s))$. Entries of $1^{st}$ to $(q-m)^{th}$ columns are given by the following expression;

$$(I_{\text{cor}}(s))_{i,j} = \int_{0}^{\gamma} \frac{y^{p-q+i+j} e^{-y} (1 + a^2 \sigma^2 y)^{N_S}}{(1 + a^2 (1 + \alpha_1 \gamma s) \sigma^2 y)^{N_S}} dy.$$  

(2.0.6)

Entries of $(q-m+1)^{th}$ to $q^{th}$ columns are given by

$$(I_{\text{cor}}(s))_{i,j} = \int_{0}^{\gamma} \frac{y^{p-q+i+j-1} e^{-y} (1 + a^2 \sigma^2 y)^{N_S} \text{B}_1(t; y \lambda_j)}{(1 + a^2 (1 + \alpha_1 \gamma s) \sigma^2 y)^{N_S}} dy.$$  

(2.0.7)

These can be further simplified to give (2.20).

In the i.i.d. Rician scenario, entries of $\underline{P}_2$ are identical. Therefore, only one eigenvalue is non-zero in $\underline{P}_2^H$. We consider $\lambda_q$ as the non-zero eigenvalue. Thus taking the limit of m.g.f. in non-i.i.d. Rician we have,

$$M_\gamma(s)_{\text{ iid}} = \lim_{\lambda_1, \lambda_2, \ldots, \lambda_{q-1} \rightarrow 0} M_\gamma(s).$$  

(2.0.8)

We use a similar method as in the previous derivation. Here, $m = 1$ and after differentiation and taking the limit as above $\det(V)$ becomes

$$\det(V) = (-1)^{q(q-1)/2} \lambda_q^{q-1} \prod_{i=1}^{q-1} \Gamma(q-i).$$  

(2.0.9)

After some algebraic manipulations and interchanging rows as in the previous proof, we can simplify (2.0.8) as

$$M_\gamma(s)_{\text{ iid}} = \frac{c}{\lambda_q^{2}} \frac{\Gamma(t)^{q-1} \det(I_{\text{ iid}}(s))}{\prod_{n=1}^{m-1} \Gamma(p-q+n) \Gamma(q-m)}.$$  

(2.0.10)

Here, we consider resultant determinant as $\det(I_{\text{ iid}}(s))$. The column entries of $\det(I_{\text{ iid}}(s))$ are the same as the entries of the $\det(I_{\text{ cor}}(s))$ with $m = 1$. This can be further simplified to give (2.21). A similar procedure is valid for Rayleigh scenario.
Appendix 3 : Proof of Theorem 2.2

Since we have the expression for m.g.f., the following relationship for the moments of the SNR $\gamma$ can be used,

$$m_n = \mathcal{E}\{\gamma^n\} = (-1)^n \frac{d^n}{ds^n}(M_\gamma(s)) \big|_{s=0}. \quad (3.0.1)$$

Prior to taking the derivative of the m.g.f., we consider a property of the determinant differentiation as follows. Let $\Omega$ be a matrix that has entries with variable $x$. We denote the determinant of $\Omega$ as

$$\det(\Omega) = d(\omega_1, \omega_2, ..., \omega_n). \quad (3.0.2)$$

where $\omega_j$ can be either $j$th column or row. The first differentiations give $n$ number of determinants as shown below

$$\frac{d}{dx} \det(\Omega) = d(\omega'_1, \omega_2, ..., \omega_n) + d(\omega_1, \omega'_2, ..., \omega_n) + ... + d(\omega_1, \omega_2, ..., \omega'_n), \quad (3.0.3)$$

where $\omega'_j$ denotes the $j$th row/column differentiated with respect to $x$. Therefore, the first derivative of a determinant results in a sum of determinants. For the second derivative the same principle is valid and we can have a summation with maximum of $n^2$ determinants. We use this property to prove the following. First moment of the SNR is

$$m_1 = -\frac{d}{ds} (M_\gamma(s)) \big|_{s=0}$$

$$= -e^{-tr(\Lambda)} \frac{d}{ds} \left( \int_0^\infty \frac{y^{p-1} e^{-y} (1 + a^2\sigma^2 y)^N S}{(1 + a^2(1 + \alpha\gamma s)\sigma^2 y)^N_0} \ _0F_1(t; y\lambda_k) \ dy \right) \big|_{s=0}. \quad (3.0.4)$$

This can be expanded with the sum of determinants $I(k)$ where $k$ represents the $k$th column subjected to the differentiation. In $I(k)$, $k^{th}$ column entries can be found as below

$$\frac{d}{ds} \int_0^\infty \frac{y^{p-1} e^{-y} (1 + a^2\sigma^2 y)^N S}{(1 + a^2(1 + \alpha\gamma s)\sigma^2 y)^N_0} \ _0F_1(t; y\lambda_k) \ dy$$

$$= \int_0^\infty \frac{-N S a^2 \sigma^2 \alpha \ _0F_1(t; y\lambda_{k+1})}{(1 + a^2(1 + \alpha\gamma s)\sigma^2 y)^N_0+1} \ dy. \quad (3.0.4)$$
Applying $s = 0$ reduces above expression into

\[
\int_0^\infty -N_\alpha \eta^2 \eta y^{p-i+1} e^{-y} \phi_1(t;y\lambda_k) \, dy
\]

\[
= -N_\alpha \eta^2 \eta \sum_{l=0}^\infty \frac{\lambda_k^l \Gamma(p+l-i+2)}{(1)^l \Gamma(p-l-i+2) (a^2 \sigma^2)^{p+l-i+2}} U(p+l-i+2; p+l-i+2; \frac{1}{a^2 \sigma^2}).
\]

(3.0.5)

All other column entries ($j = 1, 2, 3, ...q : j \neq k$) are obtained by putting $s = 0$ to (1.0.10)

\[
\int_0^\infty y^{p-i} e^{-y} \phi_1(t;y\lambda_j) \, dy = \Gamma(p-i+1) \phi_1(p-i+1; t; \lambda_j).
\]

Therefore, det($I(k)$) entries satisfy (2.22). We can obtain the second moment of the SNR given in (2.23) using the second derivative and proceed with the similar steps.
Appendix 4: Proof of Theorem 2.4 and 2.5

4.1 Probability density function

Exact probability density of the SNR $\gamma$ is derived by inverse Laplace transformation. We start by inverting (1.0.4) to obtain the conditional p.d.f. as

$$f_{\gamma \mid \Phi}(\gamma) = L^{-1} \left\{ M_{\gamma \mid \Phi}(s) \right\}$$

where $L^{-1}$ denotes the inverse Laplace transform operator. We can evaluate this inverse transform as

$$L^{-1} \left\{ M_{\gamma \mid \Phi}(s) \right\} = \frac{N_S - 1}{\Gamma(N_S) (a^2 \sigma^2 \alpha)^N S N_S} e^{-\gamma \alpha a^2 \sigma^2 N S} e^{-\gamma} \frac{\gamma^{N_S - 1}}{\Gamma(N_S)} \int_0^\infty y^{p-1} e^{-y} \sum_{l=0}^{N_S} \binom{p-1-N_S+j}{l} \frac{y^l \lambda^l}{p l \Gamma(l+1)} dy$$

Next, we expand $(1 + a^2 \sigma^2 y)^N S$ using the binomial theorem to yield

$$f_{\gamma}(\gamma) = \frac{e^{-\lambda N S - 1} e^{-\gamma}}{\Gamma(p) \Gamma(N_S) (a^2 \sigma^2 \alpha)^N S N_S} \int_0^\infty y^{p-1} e^{-y} \sum_{l=0}^{N_S} \binom{p-1-N_S+j}{l} \frac{y^l \lambda^l}{p l \Gamma(l+1)} dy$$

Now we can write the integral with the infinite series expansion of $\binom{p-1-N_S+j}{l}$ as

$$f_{\gamma}(\gamma) = \frac{e^{-\lambda N S - 1} e^{-\gamma}}{\Gamma(p) \Gamma(N_S) (a^2 \sigma^2 \alpha)^N S N_S} \sum_{j=0}^{N_S} (a^2 \sigma^2)^j \int_0^\infty y^{p-1-N_S+j} e^{-\frac{y}{a^2 \sigma^2 \alpha}} dy \sum_{l=0}^{\infty} \frac{y^l \lambda^l}{p l \Gamma(l+1)}$$

We use density of $\phi$ to evaluate the $f_{\gamma}(\gamma)$ from $f_{\gamma \mid \Phi}(\gamma)$. The p.d.f. of $\phi$ from (1.0.5) is given as

$$h_{\phi}(\phi) = \frac{e^{-\lambda}}{\Gamma(p)} \int_0^\infty y^{p-1} e^{-y} \sum_{l=0}^{\infty} \frac{y^l \lambda^l}{p l \Gamma(l+1)} dy$$

By integrating with the p.d.f. of $\phi$

$$f_{\gamma}(\gamma) = \frac{e^{-\lambda N S - 1} e^{-\gamma}}{\Gamma(p) \Gamma(N_S) (a^2 \sigma^2 \alpha)^N S N_S} \sum_{j=0}^{N_S} (a^2 \sigma^2)^j \int_0^\infty y^{p-1-N_S+j} e^{-\frac{y}{a^2 \sigma^2 \alpha}} dy \sum_{l=0}^{\infty} \frac{y^l \lambda^l}{p l \Gamma(l+1)}$$

Next, we expand $(1 + a^2 \sigma^2 y)^N S$ using the binomial theorem to yield

$$f_{\gamma}(\gamma) = \frac{e^{-\lambda N S - 1} e^{-\gamma}}{\Gamma(p) \Gamma(N_S) (a^2 \sigma^2 \alpha)^N S N_S} \sum_{j=0}^{N_S} (a^2 \sigma^2)^j \int_0^\infty y^{p-1-N_S+j} e^{-\frac{y}{a^2 \sigma^2 \alpha}} dy \sum_{l=0}^{\infty} \frac{y^l \lambda^l}{p l \Gamma(l+1)} dy$$

Now we can write the integral with the infinite series expansion of $\binom{p-1-N_S+j}{l}$ as

$$f_{\gamma}(\gamma) = \frac{e^{-\lambda N S - 1} e^{-\gamma}}{\Gamma(p) \Gamma(N_S) (a^2 \sigma^2 \alpha)^N S N_S} \sum_{j=0}^{N_S} (a^2 \sigma^2)^j \int_0^\infty y^{p-1-N_S+j} e^{-\frac{y}{a^2 \sigma^2 \alpha}} dy \sum_{l=0}^{\infty} \frac{y^l \lambda^l}{p l \Gamma(l+1)}$$
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After taking out the infinite summation from the integral and taking \( r = p + l + j - N_S \) gives

\[
f_{\gamma}(\gamma) = \frac{e^{-\lambda \gamma N_S} e^{-\gamma N_S}}{\Gamma(p) \Gamma(N_S) (\alpha^2 \sigma^2)^N_S} \sum_{j=0}^{N_S} (\alpha^2 \sigma^2)^j \\
\times \sum_{l=0}^{\infty} \frac{\lambda^l}{(p) \Gamma(l + 1)} \int_0^{\infty} y^{r-1} e\left(-y - \frac{\gamma \alpha a^2 \sigma^2}{\alpha^2 \sigma^2}\right) dy.
\]

(4.1.7)

This integral can be solved using [134, Eq. 3.478.4] to obtain (2.24).

### 4.2 Cumulative distributive function

From the definition,

\[
F(\gamma) = \int_0^\gamma f_{\gamma}(x) dx = \int_{\Phi} f_{\Phi}(\Phi) \int_0^\gamma f_{\gamma|\Phi}(x) dx d\Phi.
\]

(4.2.1)

This can be rewritten with the conditional m.g.f. as

\[
F(\gamma) = \int_{\Phi} f_{\Phi}(\Phi) L^{-1}\left\{ \frac{M_{\gamma|\Phi}(s)}{s} \right\} d\Phi.
\]

(4.2.2)

We consider the case \( q = 1 \) and have

\[
L^{-1}\left\{ \frac{M_{\gamma|\Phi}(s)}{s} \right\} = L^{-1}\left\{ \frac{1}{s (1 + \frac{\alpha^2 \sigma^2 \gamma}{\alpha^2 \sigma^2 \Phi})^{N_S}} \right\}
\]

\[
= 1 - e^{-(1 + \frac{\gamma}{\gamma})^{N_S-1}} \sum_{k=0}^{N_S-1} \frac{\gamma^k}{k! \alpha^k \sigma^k} \\
\times \left(1 + \frac{1}{1 + \alpha^2 \sigma^2 \phi}\right)^k
\]

(4.2.3)

We use density of \( \phi \) (4.1.3) and (4.2.3) to simplify (4.2.2). After some algebraic manipulations (4.2.2) gives

\[
F(\gamma) = 1 - \frac{e^{-\left(\lambda + \frac{1}{\gamma} + \frac{\gamma}{\gamma}\right)^{N_S-1}}}{\Gamma(p)} \sum_{k=0}^{N_S-1} \sum_{i=0}^{k} \frac{\gamma^k}{k! \alpha^k \sigma^k} \int_0^{\infty} \phi^{p-1} e\left(-\phi - \frac{\gamma \alpha a^2 \sigma^2}{\alpha^2 \sigma^2}\right) d\phi.
\]

(4.2.4)

Finally, with more algebraic manipulations as used in p.d.f case, we obtain (2.26).
Appendix 5 : Proof of Theorem 2.6

As described in Section 2.3.2, the asymptotic expression of the m.g.f. of \( y \), where 
\[
y = \alpha \tilde{\alpha}^2 \text{Tr}(H_1^n H_2^n K^{-1} H_2 H_1),
\]
is used to find diversity order and array gain.

5.1 Derivation for \( q = 1 \)

The m.g.f. of \( y \) can be obtained following similar steps as in Appendix 1. For 
\( q = 1 \), the m.g.f. is given by
\[
M_y(s) = e^{-\lambda \frac{N_s}{\Gamma(p)}} \sum_{k=0}^{\infty} \sum_{l=0}^{\infty} \frac{\binom{N_s}{k} (a^2 \sigma^2)^k \lambda^l \Gamma(p + k + l)}{(p)_{l}! \ (a^2 \sigma^2(1 + \alpha s))^{p+k+l}} \times U \left( p+k+l; p+k+l+1-N_S; \frac{1/a^2 \sigma^2}{1+\alpha s} \right).
\]

By applying asymptotic properties of confluent hypergeometric function of the 
second kind [151], we have
\[
U \left( p+k+l; p+k+l+1-N_S; \frac{1/a^2 \sigma^2}{1+\alpha s} \right) \approx
\begin{cases}
\Gamma(p+k+l-N_S) \left( \frac{1}{a^2 \sigma^2(1+\alpha s)} \right)^{1-(p+k+l-N_S)} & \text{if } p+k+l \geq N_S + 1 \\
\frac{-1}{\Gamma(p+k+l)} \left( \ln \left( \frac{1}{a^2 \sigma^2(1+\alpha s)} \right) + \psi(p+k+l) \right) & \text{if } p+k+l = N_S \\
\frac{\Gamma(-p+k-l-N_S)}{\Gamma(N_S)} & \text{if } p+k+l \leq N_S - 1,
\end{cases}
\]
where \( \psi(\cdot) \) is the digamma function.

First, we consider the case \( p > N_S \), the expression (5.1.1) becomes
\[
M_y(s) = \frac{e^{-\lambda \frac{N_s}{\Gamma(p)}}}{\Gamma(p)} \sum_{k=0}^{\infty} \sum_{l=0}^{\infty} \frac{\binom{N_s}{k} (a^2 \sigma^2)^k \lambda^l \Gamma(p + k + l - N_S)}{(p)_{l}! \ (a^2 \sigma^2(1 + \alpha s))^{N_S}}.
\]

When \( s \to \infty \), we use the approximation \((1 + \alpha s)^{N_S} \approx \alpha^{N_S} s^{N_S} \). Therefore, the 
asymptotic expansion of the m.g.f. of \( y \) is obtained as
\[
M_y(s) = \frac{e^{-\lambda \frac{N_s}{\Gamma(p)}}}{\Gamma(p)} \sum_{k=0}^{\infty} \sum_{l=0}^{\infty} \frac{\binom{N_s}{k} (a^2 \sigma^2)^k \lambda^l \Gamma(p + k + l - N_S)}{(p)_{l}! \ (a^2 \sigma^2)^{N_S} \alpha^{N_S} s^{N_S}}.
\]
Next, we consider $p < N_S$. By expanding the summation (5.1.1) over $k$ and $l$, we can see that the lowest exponent of $\frac{1}{s}$ is given for the term $k = 0$ and $l = 0$. Therefore, the asymptotic expansion of the m.g.f. for $p < N_S$ is obtained as

$$M_y(s) \approx \frac{e^{-\lambda \Gamma(N_S - p)}}{p \Gamma(N_S)(a^2 \sigma^2)^p \alpha p s^p}. \quad (5.1.5)$$

The expressions (5.1.4) and (5.1.5) satisfies the expressions (2.35)-(2.37)

### 5.2 Derivation for $q = 2$

For $q = 2$ the m.g.f. of $y$ is given by

$$
M_y(s) = \frac{e^{-(\lambda_1 + \lambda_2)}}{(\Gamma(p - 1))^2(\lambda_1 + \lambda_2)} \sum_{k=0}^{N_S} \sum_{l=0}^{\infty} \sum_{m=0}^{N_S} \sum_{n=0}^{\infty} \frac{\left(N_S\right) \left(N_S\right) (a^2 \sigma^2)^{k+m} \Gamma(p + k + l)}{(p - 1)(p - 1)_n n_l!} \\
\times \frac{\Gamma(p + m + n - 1) U \left(p+k+l; p+k+l+1-N_S; \frac{1/\alpha s^2}{1+\alpha s}\right)}{(a^2 \sigma^2 (1 + \alpha s))^{2p+k+m+n+l-1}} \\
\times U \left(p+m+n-1; p+m+n-N_S; \frac{1/\alpha s^2}{1+\alpha s}\right) \left(\lambda_1 \lambda_2^0 - \lambda_2 \lambda_1^0\right) \quad (5.2.1)
$$

As in the earlier scenario, we use asymptotic properties of confluent hypergeometric function of the second kind to discuss cases for $p < N_S - 1$, $p = N_S$, and $p > N_S + 1$. The procedure to find asymptotic m.g.f. follows the similar steps and is therefore omitted.
Appendix 6 : Existence of a global solution of PNC based joint design

The optimization problem $A$ is given as

$$\min_{F_1, F_2, G} \mathcal{E}_E \{ \text{WMSE}_m [F_1, F_2, G] \}$$

subject to $\text{Tr}(F_1 F_1^H + F_2 F_2^H) \leq P_T$. \hspace{1cm} (6.0.1)

An optimization problem with several variables can always be minimized by first minimizing over some of the variables, and then minimizing over the remaining ones \cite[p.133, Sec. 4.1.3]{142}. Therefore, (6.0.1) can be reformulated as follows,

$$\min_{F_1, F_2} \mathcal{E}_E \{ \text{WMSE}_m [F_1, F_2, G] \},$$

where $G = f(F_1, F_2)$ is a function of $F_1$ and $F_2$, and $\mathfrak{F} = \{(F_1, F_2) \mid \text{Tr}(F_1 F_1^H + F_2 F_2^H) \leq P_T \}$. The inner optimization in problem (6.0.2) has no constraints and the solution for $f(F_1, F_2)$ can be obtained as

$$f(F_1, F_2) = (F_1^H \check{H}_{m1} + F_2^H \check{H}_{m2})(\check{H}_{m1} F_1 F_1^H \check{H}_{m1} + \check{H}_{m2} F_2 F_2^H \check{H}_{m2} + \text{Tr}(\sigma_1^2 Q_1 + \sigma_2^2 Q_2) R_r + \sigma^2 I_N)^{-1}.$$ \hspace{1cm} (6.0.3)

Then, we can replace $G$ with this and the final objective function has variables $F_1$ and $F_2$,

$$\min_{F_1, F_2} \mathcal{E}_E \{ \text{WMSE}_m [F_1, F_2] \},$$

where

$$\mathcal{E}_E \{ \text{WMSE}_m \} = \sum_{i=1}^{2} \left( \text{Tr}(W f(F_1, F_2) h_{m1} F_i F_i^H \check{H}_{m1} f(F_1, F_2)^H \right. \hspace{1cm} (6.0.5)$$

$$- W f(F_1, F_2) h_{m1} F_i - W F_i^H \check{H}_{m1} f(F_1, F_2)^H)$$

$$+ \text{Tr}(Q_i) \text{Tr}(P_i) + \text{Tr}(2W + \sigma^2 W f(F_1, F_2) f(F_1, F_2)^H)$$

It can be found that the feasible set ($\mathfrak{F}$) of the optimization problem (6.0.4) is closed and bounded as in \cite[p.30, Sec. 2.2.3]{142}. From \cite[p.653, A.6 (g)]{152},
we can argue that the feasible set is compact. The objective function (6.0.5) is continuous at all points of the feasible set. From all these facts, and according to the theorem [152, p.654, A.8], there exists a global minimum for the problem (6.0.4).

Finally, according to [142, p.130, Sec. 4.1.3], the original problem (6.0.1) has a global minimum. It can be proved that if \((F_1; F_2; G)\) provides optimum precoders and decoder, so is \((F_1U; F_2U; U^HG)\), where \(U\) is a unitary matrix. Therefore, the solution presented here is only up to a unitary matrix. However, the global minimum is the same for all these unitary transforms, and do not have an impact on the performance of the system.

A similar procedure is valid to show the existence of global minimum for the modified problems \(\mathcal{B}\).
Appendix 7: Algorithm to find optimum F and G

Here, we consider an algorithm to solve modified problem (4.38), when $F_I$ is fixed. This is non-convex in $(F; G)$. However, as we showed in the Appendix 6, this also has a global minimum.

Objective function and constraints are continuously differentiable functions, and by [152, Proposition 3.3.1], optimal solutions should satisfy Karush-Kuhn-Tucker (KKT) necessary conditions for optimality. Therefore, we write the Lagrangian for the optimization problem as

$$
\Lambda(F, G, \mu_1, \mu_2) = \text{Tr}((GHF - IN)(GHF - IN)^H + (GH_cF_I)(GH_cF_I)^H)
$$

$$+ \sigma^2GG^H + \mu_1(\text{Tr}(H_{og}FFH_{og}^H) - I_{th})
$$

$$+ \mu_2(\text{Tr}(FF^H) - P_{\max}).$$

(7.0.1)

where, $\mu_1$ and $\mu_2$ are dual variables associated with inequalities. Since KKT conditions are necessary and sufficient to solve this optimally, these can be obtained as

$$HF = HFF^HH^H + H_{i_c}F_cF_c^HH_{i_c}^HG^H + \sigma^2G^H,$$

(7.0.2)

$$GH = F^HH^HHG^H + \mu_1H_{ci}F_c^HH_{ci} + \mu_2F^H,$$

(7.0.3)

$$\mu_1 \geq 0 \quad \text{and} \quad \mu_1(\text{Tr}(H_{og}FFH_{og}^H) - I_{th}) = 0,$$

(7.0.4)

$$\mu_2 \geq 0 \quad \text{and} \quad \mu_2(\text{Tr}(FF^H) - P_{\max}) = 0.$$

(7.0.5)

Both $G$ and $F$ equal to zero satisfies these conditions. However, our intention is to find non-zero solutions for optimum $G$ and $F$. We can identify following cases for $\mu_1$ and $\mu_2$ to solve these KKT conditions.

**Case 1:** $\mu_1 = 0$ and $\mu_2 > 0$

Non-zero solution of $G$ can be obtained from (7.0.2) as

$$G = F^H(HFF^HH^H + R)^{-1},$$

(7.0.6)

where $R = H_{i_c}F_cF_c^HH_{i_c}^H + \sigma^2IN$. We assume all matrices to be non-singular, therefore, inverses exist. Then, (7.0.3) can be reformulated by substituting
(7.0.6) as
\[
F^H(FF^H + HH^{-1}H)^{-1} = F^H(FF^H + H^H R^{-1}H)^{-1} FF^H
+ H^H R^{-1}H)^{-1} + \mu_2 F^H. 
\] (7.0.7)

Next, by taking the eigenvalue decomposition \( H^H R^{-1}H = V_1 \Lambda_1 V_1^H \), where \( V_1 \in \mathbb{C}^{N \times N} \) is a unitary matrix, and \( \Lambda_1 \) is a \( N \times N \) diagonal matrix \( \Lambda_1 = \text{diag}\{\lambda_{11}, \ldots, \lambda_{1N}\} \). We further simplify (7.0.7) into
\[
V_1 \Lambda_1^{-1} V_1^H = \mu_2(FF^H + V_1 \Lambda_1^{-1} V_1^H)(FF^H + V_1 \Lambda_1^{-1} V_1^H). 
\] (7.0.8)

Further simplification gives \( \Lambda_1^{-1} = \mu_2(V_1^H FF^H V_1 + \Lambda_1^{-1})^2 \). Here, it can be seen that the unitary transformation of \( F \) also satisfies this relationship, i.e., \( V_1^H FU_1^H F = V_1 \Lambda_1^{-1} V_1^H \) will also be diagonal. Therefore, without loss of generality we consider \( V_1^H F \) as diagonal, and the optimum solution of \( F \) is given by
\[
F = V_1(\mu_2^{-\frac{1}{2}} \Lambda_1^{-1} - \Lambda_1^{-1})^\frac{1}{2}. 
\] (7.0.9)

To find optimum \( G \), we substitute (7.0.9) in (7.0.6),
\[
G = \mu_2^{-\frac{1}{2}} \Lambda_1^{-1} (\mu_2^{-\frac{1}{2}} \Lambda_1^{-1} - \Lambda_1^{-1})^\frac{1}{2} \Lambda_1^{-1} V_1^H H^H R^{-1}. 
\] (7.0.10)

Optimum \( \mu_2 \) can be found by substituting optimum \( F \) (7.0.9) into (7.0.5),
\[
\mu_2 = \left( \frac{\text{Tr}(\Lambda_1^{-\frac{1}{2}})}{\text{P}_{\text{max}} + \text{Tr}(\Lambda_1^{-1})} \right)^2. 
\] (7.0.11)

**Case 2**: \( \mu_1 > 0 \) and \( \mu_2 = 0 \)

We can simplify (7.0.3) by substituting (7.0.6), which gives
\[
H_{o_9}^{-1} H^H (HFF^H H^H + R)^{-1} \text{HH}_{o_9}^{-1} = H_{o_9}^{-1} H^H (HFF^H H^H + R)^{-1} HFF^H H^H
(HFF^H + R)^{-1} \text{HH}_{o_9}^{-1} + \mu_1 I_N. 
\] (7.0.12)

Next, we consider eigenvalue decomposition \( H_{o_9}^{-1} H^H R^{-1} \text{HH}_{o_9}^{-1} = V_2 \Lambda_2 V_2^H \), where \( V_2 \in \mathbb{C}^{N \times N} \) is a unitary matrix, and \( \Lambda_2 \) is a \( N \times N \) diagonal matrix.
\[ \Lambda_2 = \text{diag}\{\lambda_{21}, ..., \lambda_{2N}\}. \]  

The simplified expression is given by
\[ V_2 \Lambda_2^{-1} V_2^H = \mu_1 (H_{og} F F^H H_{og}^H + V_2 \Lambda_2 V_2^H) (H_{og} F F^H H_{og}^H + V_2 \Lambda_2 V_2^H). \]  

(7.0.13)

Further simplification gives
\[ \Lambda_2^{-1} = \mu_1 (V_2^H H_{og} F F^H H_{og}^H V_2 + \Lambda_2^{-1})^2. \]  

We can see that the \( V_2^H H_{og} F F^H H_{og}^H V_2 + \Lambda_2^{-1} \) should be diagonal. As with the previous case, without loss of generality we consider \( V_2^H H_{og} F \) as diagonal, and the optimum solution of \( F \) is given by
\[ F = H_{og}^{-1} V_2 (\mu_1^{-\frac{1}{2}} \Lambda_2^{-\frac{1}{2}} - \Lambda_2^{-1})^\frac{1}{2}. \]  

(7.0.14)

To find optimum \( G \), we substitute (7.0.14) in (7.0.6)
\[ G = \mu_1^\frac{1}{2} (\mu_1^{-\frac{1}{2}} \Lambda_2^{-\frac{1}{2}} - \Lambda_2^{-1})^\frac{1}{2} V_2^H H_{og}^{-1} \Lambda_2^\frac{1}{2} H_{og} H^{-1}. \]  

(7.0.15)

Optimum \( \mu_1 \) is obtained by substituting optimum \( F \) (7.0.14) into (7.0.4).
\[ \mu_1 = \left( \frac{\text{Tr}(\Lambda_2^{-\frac{1}{2}})}{I_{th} + \text{Tr}(\Lambda_2^{-1})} \right)^2. \]  

(7.0.16)

**Algorithm 7.0.1** Optimum joint design for \( F \) and \( G \)

Channel state information is available. Information about \( N, P_{\text{max}}, I_{th}, \) and \( \sigma^2 \) is available.

1. **initialize/update** : Initialize \( L_k = \sqrt{(P_{\text{max}}/N)} I_N, M_k = I_N \) \((k = 1, 2)\).

   Update precoder \( F_I \).

2. Perform eigenvalue decomposition of \( H^H R^{-1} H \), and obtain \( \mu_2 \) by (7.0.11).

3. \( L_1 \) obtain from (7.0.9), and \( M_1 \) obtain from (7.0.10). Find MSE_{dir}^{1}[L_1, M_1] from (4.39).

4. Perform eigenvalue decomposition of \( H_{og}^H H^H R^{-1} H_{og}^{-1} \), and obtain \( \mu_1 \) by (7.0.16).

5. \( L_2 \) is obtained by (7.0.14), and \( M_2 \) is obtained by (7.0.15). Find MSE_{dir}^{2}[L_2, M_2] from (4.39).

6. \( k^* = \text{Arg}_{k} \min(\text{MSE}_{\text{dir}}^{1}, \text{MSE}_{\text{dir}}^{2}). \)

7. Update \( F = L_{k^*} \) and \( G = M_{k^*} \).
Case 3: $\mu_1 \neq 0$ and $\mu_2 \neq 0$

Here, both inequality constraints need to be satisfied with equality in a given channel instance. This happens only when $H_{og} = I_N$, which is not practical. Therefore, both $\mu_1$ and $\mu_2$ cannot be greater than zero, and at least one dual variable has to be zero in a given time.

Case 4: $\mu_1 = 0$ and $\mu_2 = 0$

This provides $F = 0$ and $G = 0$ as the only optimum solution. Our focus was to find non-zero solutions, therefore, case 4 does not exist.

With these observations, one dual variable should be equal to zero, and other one should be non-zero in a given channel instance. Algorithm 7.0.1 can be used to find the optimum $F$ and $G$ considering all scenarios.
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