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Abstract

This thesis seeks to develop a robust semi-analytical performance prediction method for an advanced iterative receiver that processes spatially multiplexed signals that have propagated through frequency-selective receive correlated multiple-input multiple-output (MIMO) wireless communication channels. In a change of perspective, the proposed performance prediction methods are applied at the transmitter, which seeks to attain a target frame error rate (FER) either by adaptive power control or by adaptive modulation and coding (AMC).

The performance prediction scheme utilises the statistical properties of the channel – namely noise variance, number of separable propagation paths and the eigenvalues of the receive correlation matrix – to predict the signal-to-interference-plus-noise ratio (SINR) at the output of a frequency domain soft interference cancellation minimum mean square error equaliser. The SINR distribution is used to derive the distribution of the variance of the log-likelihood ratios (LLRs) at the output of a soft symbol-to-bit demapper. Mutual information transfer charts establish a bijective relationship between the variance of the LLRs and mutual information. A 3rd Generation Partnership Project compliant turbo code is assumed. Since the decoder operates independently from the channel, its extrinsic information transfer (EXIT) charts can be simulated in advance. By utilising the approximate LLR variance distribution of the demapped equaliser output, it is possible to evaluate the probability of an intersection between an equaliser chart associated with a random channel realisation and a fixed decoder chart. This probability provides the FER.

Since the proposed performance prediction method does not require any instantaneous channel state information, it can be applied at the transmitter side as a robust link adaptation scheme. In adaptive transmission power control, the modulation order and code rate are fixed. By iteratively adjusting transmission power, the transmitter attempts to find an equaliser output LLR variance distribution that reaches a specified target FER. In AMC, transmission power is fixed. The equaliser output's LLR variance distribution is determined by the modulation order, while the decoder chart's position is determined by the code rate. The transmitter iteratively adjusts the code rate and attempts to find a modulation order and code rate pairing that reaches the target FER. For vertically encoded spatially multiplexed systems, the adaptive transmission power control and AMC schemes are complemented by adaptive repeat redundancy and incremental redundancy hybrid automatic repeat request (HARQ) techniques, respectively.
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Tiivistelmä

Työn tavoitteena on kehittää semianalyttinen suorituskyvyn ennustusmenetelmä tehokkaalle iteratiiviselle vastaanottimille, joka käsittelee taajuusselektiivisen, vastaanotinpääsän tilakorreloituneen moniantennikanavan (multiple-input multiple-output [MIMO] channel) kautta kulkeneita tilakanavoituja signaaleja. Toisessa vaiheessa esitettyjä ennustusmenetelmiä hyödynnetään mukauttamalla lähetystehoa tai modulaatioastetta ja koodisuhdetta (adaptive modulation and coding [AMC]), samalla säilyttäen tavoitteen asetetun kehysvirhesuhteen (frame error rate [FER]).
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Symbols and abbreviations

⊗ Kronecker product
(·)H complex-conjugate transpose
(·)T transpose
0N N × 1 vector of zeros
1N N × 1 vector of ones
avg (·) mean value of the scalars in a vector
b Nb × 1 bit vector
CN (µ, σ²) complex Gaussian distribution with mean µ and variance σ²
circ {·} circulant matrix generator
diag {·} diagonal matrix generator
E {·} expected value
F K K × K unitary discrete Fourier transform matrix
FT N K × N T K block diagonal discrete Fourier transform matrix: a
Kronecker product of F and a K × K identity matrix
F⁻¹ K K × K unitary inverse discrete Fourier transform matrix
FR N R K × N R K block diagonal inverse discrete Fourier transform matrix:
a Kronecker product of F⁻¹ and a K × K identity matrix
f_{k1,k2} coefficient of the unitary discrete Fourier matrix
f_{k1,k2}^{-1} coefficient of the unitary inverse discrete Fourier matrix
f_{β j} PDF of the effective SINR of a SISO/SIMO channel or a vertically
encoded MIMO transmission with respect to equaliser a priori information value \( \hat{I}_{ap} \)
f_{β j} PDF of the effective SINR for transmit antenna j in a horizontally
encoded MIMO transmission with respect to equaliser a priori information vector \( \hat{I}_{ap} \)
f_{β j,k} PDF of the effective SINR for transmit antenna j at the kth frequency
bin of a frequency-selective MIMO channel with respect to equaliser a priori information vector \( \hat{I}_{ap} \)
\[ f_{\hat{\beta}_k}(\hat{\beta}_k) \]
PDF of the effective SINR at the \( k \)th frequency bin of a frequency-selective SISO/SIMO channel with respect to equaliser a priori information vector \( \hat{I}_{a}^{apr} \) with ISI removed (interference is comprised of CAI and/or CCI)

\[ f_{\hat{\beta}_j}(\hat{\beta}_j, k) \]
PDF of the effective SINR for transmit antenna \( j \) at the \( k \)th frequency bin of a frequency-selective MIMO channel with respect to equaliser a priori information vector \( \hat{I}_{a}^{apr} \) with ISI removed (interference is comprised of CAI and/or CCI)

\[ f_{\sigma^2_a}(\hat{\sigma}^2_a) \]
PDF of the approximated post equalisation LLR variance for a SISO/SIMO channel or a vertically encoded MIMO transmission with respect to equaliser a priori information value \( \hat{I}_{a}^{apr} \)

\[ f_{\sigma^2_{a,j}}(\hat{\sigma}^2_{a,j}) \]
PDF of the approximated post equalisation LLR variance of the \( j \)th spatial stream with respect to equaliser a priori information vector \( \hat{I}_{a}^{apr} \)

\( \tilde{\text{FER}} \)
approximate FER for a SISO/SIMO system or a vertically encoded MIMO transmission

\( \tilde{\text{FER}}_j \)
approximate FER of the \( j \)th spatial stream for a horizontally encoded or an MU-MIMO transmission

\( \text{FER}_H \)
upper limit for the FER of the weakest stream in the AMC scheme for horizontally encoded or MU-MIMO systems

\( \text{FER}_L \)
lower limit of the target FER region defined for link adaptation

\( \text{FER}_U \)
upper limit of the target FER region defined for link adaptation

\( d \)
global iteration index

\( \hat{g}(\cdot) \)
equaliser mapping function from a priori to a posteriori information

\( \hat{g}_j(\cdot) \)
decoder mapping function from a priori to extrinsic information for the \( j \)th spatial stream

\( g_R(\cdot) \)
mapping function from LLR variance to code rate

\( H \)
\( N_R K \times N_T K \) time domain channel matrix comprised of circulant submatrices

\( H_{i,j} \)
\( K \times K \) circulant time domain channel matrix between transmit antenna \( j \) and receive antenna \( i \)

\( h_{i,j,l} \)
time domain channel coefficient of the \( l \)th propagation path between transmit antenna \( j \) and receive antenna \( i \)

\( I_K \)
\( K \times K \) identity matrix

\( \hat{I}_a^{apo} \)
\( N_T \times 1 \) vector of equaliser’s a posteriori mutual information

\( \hat{I}_a^{apr} \)
\( N_T \times 1 \) vector of equaliser’s a priori mutual information

\( I_a \)
mutual information value
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{ap}^{pr}$</td>
<td>equaliser’s <em>a priori</em> information</td>
</tr>
<tr>
<td>$I_{ap}^{po}$</td>
<td>equaliser’s <em>a posteriori</em> information for the $j$th spatial stream</td>
</tr>
<tr>
<td>$I_{ap}^{opt}$</td>
<td>a specific point on the equaliser’s mutual information transfer chart that is considered in link adaptation</td>
</tr>
<tr>
<td>$I_{ap}^{pr}$</td>
<td>decoder’s <em>a priori</em> information for the $j$th spatial stream</td>
</tr>
<tr>
<td>$I_{ap}^{opt}$</td>
<td>decoder’s extrinsic information for the $j$th spatial stream</td>
</tr>
<tr>
<td>$I_{ext}^{ap}$</td>
<td>a specific point on the decoder’s EXIT chart that is considered in link adaptation</td>
</tr>
<tr>
<td>$\Im(\cdot)$</td>
<td>imaginary part</td>
</tr>
<tr>
<td>$i$</td>
<td>receive antenna index</td>
</tr>
<tr>
<td>$j$</td>
<td>transmit antenna index</td>
</tr>
<tr>
<td>$j$</td>
<td>imaginary unit</td>
</tr>
<tr>
<td>$K$</td>
<td>length of the discrete and inverse discrete Fourier transforms</td>
</tr>
<tr>
<td>$K'$</td>
<td>number of frequency domain channel coefficients that are used by the FD-SIC-MMSE equaliser when calculating the effective SINR across the frequency spectrum</td>
</tr>
<tr>
<td>$k$</td>
<td>frequency domain index</td>
</tr>
<tr>
<td>$L$</td>
<td>number of separable propagation paths</td>
</tr>
<tr>
<td>$l$</td>
<td>propagation path index</td>
</tr>
<tr>
<td>$L$</td>
<td>LLR vector</td>
</tr>
<tr>
<td>$L_{di}$</td>
<td>decoder input LLR vector</td>
</tr>
<tr>
<td>$L_{do}$</td>
<td>decoder output LLR vector</td>
</tr>
<tr>
<td>$L_{ei}$</td>
<td>soft bit-to-symbol mapper (indirectly equaliser) input LLR vector</td>
</tr>
<tr>
<td>$L_{eo}$</td>
<td>soft symbol-to-bit demapper (indirectly equaliser) output LLR vector</td>
</tr>
<tr>
<td>$L_m$</td>
<td>LLR value of the $n$th bit</td>
</tr>
<tr>
<td>$L_{di,w,d}$</td>
<td>the $n$th decoder input LLR value for the $d$th global iteration of the $w$th transmission of a packet (in RR-HARQ)</td>
</tr>
<tr>
<td>$L_{eo,w,d}$</td>
<td>the $n$th symbol-to-bit demapper (indirectly equaliser) output LLR value from the $u$th version of the packet during the $(w - 1)$th retransmission and after its $(N_d(w - u) + 1)$th global iteration (in RR-HARQ)</td>
</tr>
<tr>
<td>$L_{eo,w,d}$</td>
<td>the $n$th symbol-to-bit demapper (indirectly equaliser) output LLR value for the $d$th global iteration of the $w$th transmission of a packet (in RR-HARQ) after deinterleaving and depuncturing</td>
</tr>
<tr>
<td>$M$</td>
<td>modulation order</td>
</tr>
<tr>
<td>$M_j$</td>
<td>modulation order of the $j$th spatial stream</td>
</tr>
</tbody>
</table>
$M_{\text{opt}}$ optimised modulation order for a SISO/SIMO system or a vertically encoded MIMO transmission

$M_{j\text{opt}}$ optimised modulation order of the $j$th spatial stream in a horizontally encoded system

$\mathcal{M}$ modulation alphabet

$\mathcal{M}_j$ modulation alphabet of the symbols transmitted from the $j$th antenna

$m$ Nakagami distribution’s shape parameter

$N_b$ number of bits

$N_d$ number of global (or outer) iterations

$N_M$ modulation dependent multiplier that is used when the LLR variance is calculated from the SINR

$N_R$ number of receive antennas

$N_s$ number of symbols

$N_T$ number of transmit antennas

$N_{\text{act}}^T$ number of active antennas employed in adaptive transmission ($N_{\text{act}}^T \leq N_T$)

$\mathcal{N}(\mu,\sigma^2)$ real Gaussian distribution with mean $\mu$ and variance $\sigma^2$

$n$ bit/symbol index

$P$ $N_T \times N_T$ transmission power matrix

$\hat{P}$ $N_T K \times N_T K$ transmission power matrix: a Kronecker product of $P$ and a $K \times K$ identity matrix

$P_j$ transmission power of the $j$th antenna

$P_{\text{max}}$ maximum total transmission power (normalised to 1)

$P_{\text{max},j}$ maximum transmission power of the $j$th antenna

$P_{\text{opt}}$ optimised total transmission power for adaptive power control

$P_{\text{opt}}(N_{\text{act}}^T)$ optimised transmission power of the $j$th antenna for adaptive power control when $N_{\text{act}}^T$ antennas transmit data

$P_{\text{RR}}^{(w+1)}$ adapted total transmission power for the $w$th RR-HARQ retransmission

$P_{\text{RR},j}^{(w+1)}$ adapted transmission power for the $j$th antenna during the $w$th RR-HARQ retransmission

$P_{\text{tot}}$ the summed transmission power of the $N_T$ antennas (normalised to 1)

$P_a^{(\text{apr})}$ the probability that the equaliser and decoder graphs of the $j$th spatial stream intersect with a given equaliser $a$ priori vector $\hat{f}_a^{\text{apr}}$

$R$ $N_R \times N_R$ receive correlation matrix
\( \tilde{\mathbf{R}} \)  
\( N_R K \times N_R K \) receive correlation matrix: a Kronecker product of \( \mathbf{R} \) and a \( K \times K \) identity matrix

\( R_c \)  
code rate

\( R_c^{\text{fb}} \)  
optimal code rate based on receiver feedback

\( R_c^{\text{IR},w} \)  
code rate after the \( (w - 1) \)th IR transmission

\( R_c^{\text{max}} \)  
maximum code rate

\( R_c^{\text{min}} \)  
minimum (unpunctured) code rate

\( R_c^{\text{opt}} \)  
optimal code rate for a SISO/SIMO or a vertically encoded MIMO transmission

\( R_{c,j} \)  
code rate for the \( j \)th spatial stream in a horizontally encoded MIMO transmission

\( R_{c,j}^{\text{opt}} \)  
optimal code rate for the \( j \)th spatial stream in a horizontally encoded MIMO transmission

\( \Re (\cdot) \)  
real part

\( Q_{\text{min}}^{\text{RR}} \)  
minimum ratio of the power of the RR-HARQ retransmitted packets and the optimised power of the initial transmission

\( Q_{\text{min}}^{\text{IR}} \)  
minimum code rate decrease for IR-HARQ transmissions

\( r \)  
\( N_R K \times 1 \) received signal vector

\( \tilde{\mathbf{r}}_{\text{FD}} \)  
\( N_R K \times 1 \) frequency domain residual vector after soft interference cancellation

\( s_0 \)  
saddle point value

\( t \)  
time domain index for discrete channel realisations

\( \text{tr} \{\cdot\} \)  
trace of a matrix

\( w \)  
packet transmission index

\( \mathbf{x} \)  
\( N_T K \times 1 \) transmitted signal vector

\( \hat{\mathbf{x}} \)  
\( N_T K \times 1 \) symbol estimate vector at the equaliser output

\( \tilde{\mathbf{x}} \)  
\( N_T K \times 1 \) symbol estimate vector constructed from the soft decoder outputs

\( \mathbf{x}_j \)  
\( K \times 1 \) signal vector transmitted from antenna \( j \)

\( \hat{\mathbf{x}}_j \)  
\( K \times 1 \) symbol estimate vector of the \( j \)th transmit antenna at the equaliser output

\( \tilde{\mathbf{x}}_j \)  
\( K \times 1 \) symbol estimate vector constructed from the soft decoder outputs corresponding to the symbols transmitted from antenna \( j \)

\( \hat{\mathbf{x}}_j \)  
\( K \times 1 \) vector containing the expected powers of the symbols transmitted from antenna \( j \)
\( \tilde{x}_j \) vector containing the expected powers of the soft symbols calculated from the soft decoder outputs corresponding to transmit antenna \( j \)

\( x_{j,k} \) symbol transmitted from the \( j \)th antenna at the \( k \)th frequency bin

\( \hat{x}_{j,k} \) equaliser output soft estimate of the symbol transmitted from the \( j \)th antenna at the \( k \)th frequency bin

\( \tilde{x}_{j,k} \) decoder output soft estimate of the symbol transmitted from the \( j \)th antenna at the \( k \)th frequency bin (constructed from the decoder’s output LLRs)

\( \alpha \) modulation symbol coordinate

\( \beta_j \) effective SINR at the output of the FD-SIC-MMSE equaliser for the \( j \)th transmit antenna

\( \hat{\beta} \) effective SINR at the output of the FD-SIC-MMSE equaliser for a SISO/SIMO channel or a vertically encoded MIMO transmission with respect to a priori information value \( \hat{I}_{ap} \)

\( \hat{\beta}_{j,k} \) effective SINR at the output of the FD-SIC-MMSE equaliser for the \( j \)th transmit antenna at the \( k \)th frequency bin with respect to a priori information vector \( \hat{I}_{ap} \)

\( \hat{\beta}_{j,k} \) effective SINR at the output of the FD-SIC-MMSE equaliser for the \( j \)th transmit antenna at the \( k \)th frequency bin with respect to a priori information vector \( \hat{I}_{ap} \) with ISI removed (interference is comprised of CAI and/or CCI)

\( \hat{\beta}_k \) effective SINR at the output of the FD-SIC-MMSE equaliser for a SISO/SIMO channel or a vertically encoded MIMO system at the \( k \)th frequency bin with respect to a priori information value \( \hat{I}_{ap} \)

\( \Gamma (\cdot) \) gamma function

\( \gamma (\cdot, \cdot) \) lower incomplete gamma function

\( \Delta \) diagonal matrix containing the symbol-wise residual interference energy after soft interference cancellation

\( \hat{\Delta}_a \) diagonal residual interference energy matrix corresponding to stream-wise a priori information

\( \hat{\Delta}_{a,j} \) diagonal residual interference energy matrix corresponding to stream-wise a priori information with the \( j \)th column and row removed
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta_a$</td>
<td>residual interference energy coefficient corresponding to a particular level of <em>a priori</em> information</td>
</tr>
<tr>
<td>$\hat{\Delta}_{\text{opt}}$</td>
<td>residual interference energy coefficient used in link adaptation</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>design parameter used to ensure the openness of convergence tunnel between the equaliser and decoder mutual information transfer charts</td>
</tr>
<tr>
<td>$\tilde{\epsilon}_{1,j}$</td>
<td>convergence tunnel gap requirement in the LLR variance domain for the $j$th spatial stream for $\tilde{I}_{a,j}^{\text{ext}} \rightarrow 1$ and $\epsilon$ (horizontally encoded MIMO transmission)</td>
</tr>
<tr>
<td>$\epsilon_a$</td>
<td>convergence tunnel gap requirement in the LLR variance domain for $\tilde{I}_{a}^{\text{ext}}$ and $\epsilon$ (SISO/SIMO or vertically encoded MIMO transmission)</td>
</tr>
<tr>
<td>$\tilde{\epsilon}_{a,j}$</td>
<td>convergence tunnel gap requirement in the LLR variance domain for the $j$th spatial stream for $\tilde{I}_{a,j}^{\text{ext}}$ and $\epsilon$ (horizontally encoded MIMO transmission)</td>
</tr>
<tr>
<td>$\tilde{\epsilon}_{\text{opt}}$</td>
<td>convergence tunnel gap requirement in the LLR variance domain used in link adaptation for $\tilde{I}_{a,j}^{\text{ext}}$ and $\epsilon$ (SISO/SIMO or vertically encoded MIMO transmission)</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>ratio of transmit and receive antennas when $N_R \rightarrow \infty$</td>
</tr>
<tr>
<td>$\zeta_{N_R}$</td>
<td>ratio of transmit and receive antennas when $N_R$ is finite</td>
</tr>
<tr>
<td>$\eta$</td>
<td>$N_R K \times 1$ zero-mean Gaussian noise vector with covariance matrix $\eta^2 I_{N_R K}$</td>
</tr>
<tr>
<td>$\eta_a$</td>
<td>$N_a \times 1$ zero-mean Gaussian noise vector with covariance matrix $\eta_a^2 I_{N_a}$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>gamma-distributed sum of squared absolute values of SIMO channel coefficients at a particular frequency bin (a squared absolute value of a channel coefficient for SISO channels)</td>
</tr>
<tr>
<td>$\lambda_i^R$</td>
<td>$i$th eigenvalue of a receive correlation matrix</td>
</tr>
<tr>
<td>$\lambda_i^W$</td>
<td>$j$th eigenvalue of a complex Wishart matrix</td>
</tr>
<tr>
<td>$\mu_{|\tilde{x}|^2}$</td>
<td>mean of the squared absolute values of soft symbol vector $\tilde{x}$</td>
</tr>
<tr>
<td>$\xi$</td>
<td>vector of the impulse response’s average amplitudes</td>
</tr>
<tr>
<td>$\xi_l$</td>
<td>average amplitude of the impulse response of the $l$th propagation path</td>
</tr>
<tr>
<td>$\rho$</td>
<td>receive correlation coefficient</td>
</tr>
<tr>
<td>$\Sigma_{\text{FD}}$</td>
<td>$N_R K \times N_R K$ covariance matrix of the frequency domain residual vector after soft interference cancellation</td>
</tr>
<tr>
<td>$\sigma_a^2$</td>
<td>LLR variance</td>
</tr>
<tr>
<td>$\sigma_{|\tilde{x}|^2}^2$</td>
<td>variance of the squared absolute values of soft symbol vector $\tilde{x}$</td>
</tr>
<tr>
<td>$\sigma_{\eta}^2$</td>
<td>noise variance</td>
</tr>
</tbody>
</table>
\( \hat{\sigma}_0^2 \) LLR variance at the equaliser output corresponding to \( \hat{I}_{a}^{apr} = 0 \) (SISO/SIMO or vertically encoded MIMO transmission)

\( \hat{\sigma}_{0,j}^2 \) LLR variance at the equaliser output corresponding to \( \hat{I}_{a,j}^{apr} = 0 \) for the \( j \)th spatial stream (horizontally encoded MIMO transmission)

\( \hat{\sigma}_a^2 \) LLR variance at the equaliser output corresponding to \( \hat{I}_{a}^{apr} \) (SISO/SIMO or vertically encoded MIMO transmission)

\( \hat{\sigma}_{a,j}^2 \) LLR variance at the equaliser output corresponding to \( \hat{I}_{a,j}^{apr} \) for the \( j \)th spatial stream (horizontally encoded MIMO transmission)

\( \hat{\sigma}_{a,RR_w}^2 \) accumulated LLR variance after the \( w \)th transmission of a packet in RR-HARQ corresponding to \( \hat{I}_{a}^{apr} \) (SISO/SIMO or vertically encoded MIMO transmission)

\( \hat{\sigma}_{a,j}(t) \) LLR variance at the intersection point of the equaliser and decoder mutual information transfer charts at a discrete time instant \( t \) (SISO/SIMO or vertically encoded MIMO transmission)

\( \hat{\sigma}_{fb}^2 \) approximation of the LLR variance at the equaliser output after the first instance of equalisation (SISO/SIMO or vertically encoded MIMO transmission)

\( \hat{\sigma}_{fb,w}^2 \) approximation of the LLR variance at the equaliser output after the first instance of equalisation for the \( w \)th transmission of the packet (SISO/SIMO or vertically encoded MIMO RR-HARQ transmission)

\( \hat{\sigma}_{a,j}^2 \) decoder LLR variance corresponding to \( \hat{I}_{a,j}^{ext} \rightarrow 1 \) for the \( j \)th spatial stream (horizontally encoded MIMO transmission)

\( \hat{\sigma}_a^2 \) decoder LLR variance corresponding to \( \hat{I}_{a}^{ext} \) (SISO/SIMO or vertically encoded MIMO transmission)

\( \hat{\sigma}_{a,j}^2 \) decoder LLR variance corresponding to \( \hat{I}_{a,j}^{ext} \) for the \( j \)th spatial stream (horizontally encoded MIMO transmission)

\( \hat{\sigma}_{opt}^2 \) decoder LLR variance corresponding to \( \hat{I}_{a,OPT}^{ext} \) (SISO/SIMO or vertically encoded MIMO transmission)

\( \Phi \) \( N_R \times N_T K \) frequency domain channel matrix

\( \Phi_{i,j} \) \( K \times K \) diagonal frequency domain channel matrix between transmit antenna \( j \) and receive antenna \( i \)

\( \Phi_j \) \( N_R \times K \) frequency domain channel matrix between transmit antenna \( j \) and the \( N_R \) receive antennas

\( \phi_{i,k} \) frequency domain channel coefficient for the \( i \)th receive antenna at the \( k \)th frequency bin of a SISO/SIMO channel

\( \Psi_k \) \( N_R \times N_T \) channel matrix at the \( k \)th frequency bin
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$\Psi_{-j_k}$ $N_R \times (N_T - 1)$ channel matrix at the $k$th frequency bin; $\Psi_k$ with the $j$th column removed

$\psi_{k,j}$ $N_R \times 1$ vector containing the frequency domain channel coefficients between transmit antenna $j$ and the $N_R$ receive antennas at the $k$th frequency bin

$\Omega$ Nakagami distribution’s spread parameter

1G 1st generation
2G 2nd generation
3G 3rd generation
3GPP 3rd Generation Partnership Project
3GPP2 3rd Generation Partnership Project 2
4G 4th generation
5G 5th generation
8-PSK octal phase-shift keying
ACK acknowledgement
AMC adaptive modulation and coding
AMPS Advanced Mobile Phone Service
APP $a$ posteriori probability
ARQ automatic repeat request
AWGN additive white Gaussian noise
BCJR Bahl–Cocke–Jelinek–Raviv
BER bit error rate
BICM bit-interleaved coded modulation
BPSK binary phase-shift keying
CAI co-antenna interference
CCI co-channel interference
CDF cumulative distribution function
CDMA code division multiple access
CLT central limit theorem
CP cyclic prefix
CQI channel quality indicator
CSI channel state information
CSIT channel state information at the transmitter
CSIR channel state information at the receiver
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFT</td>
<td>discrete Fourier transform</td>
</tr>
<tr>
<td>DS</td>
<td>direct-sequence</td>
</tr>
<tr>
<td>EDGE</td>
<td>Enhanced Data rates for GSM Evolution</td>
</tr>
<tr>
<td>EXIT</td>
<td>extrinsic information transfer</td>
</tr>
<tr>
<td>FD</td>
<td>frequency domain</td>
</tr>
<tr>
<td>FDD</td>
<td>frequency division duplexing</td>
</tr>
<tr>
<td>FDMA</td>
<td>frequency division multiple access</td>
</tr>
<tr>
<td>FEC</td>
<td>forward error control</td>
</tr>
<tr>
<td>FER</td>
<td>frame error rate</td>
</tr>
<tr>
<td>GSM</td>
<td>Global System for Mobile communications</td>
</tr>
<tr>
<td>GPRS</td>
<td>General Packet Radio Service</td>
</tr>
<tr>
<td>HARQ</td>
<td>hybrid automatic repeat request</td>
</tr>
<tr>
<td>HSPA</td>
<td>High Speed Packet Access</td>
</tr>
<tr>
<td>IBI</td>
<td>inter-block interference</td>
</tr>
<tr>
<td>IDFT</td>
<td>inverse discrete Fourier transform</td>
</tr>
<tr>
<td>IID</td>
<td>independently and identically distributed</td>
</tr>
<tr>
<td>IMT-A</td>
<td>International Mobile Telecommunications-Advanced</td>
</tr>
<tr>
<td>IR</td>
<td>incremental redundancy</td>
</tr>
<tr>
<td>ISI</td>
<td>inter-symbol interference</td>
</tr>
<tr>
<td>ITU</td>
<td>International Telecommunication Union</td>
</tr>
<tr>
<td>LA</td>
<td>link adaptation</td>
</tr>
<tr>
<td>LDPC</td>
<td>low-density parity check</td>
</tr>
<tr>
<td>LLR</td>
<td>log-likelihood ratio</td>
</tr>
<tr>
<td>LQM</td>
<td>link quality metric</td>
</tr>
<tr>
<td>LUT</td>
<td>look-up table</td>
</tr>
<tr>
<td>LTE</td>
<td>Long Term Evolution</td>
</tr>
<tr>
<td>LTE-A</td>
<td>Long Term Evolution-Advanced</td>
</tr>
<tr>
<td>MAI</td>
<td>multiple access interference</td>
</tr>
<tr>
<td>MAP</td>
<td>maximum a posteriori</td>
</tr>
<tr>
<td>MC</td>
<td>Monte Carlo</td>
</tr>
<tr>
<td>MCS</td>
<td>modulation and coding scheme</td>
</tr>
<tr>
<td>ML</td>
<td>maximum likelihood</td>
</tr>
<tr>
<td>MGF</td>
<td>moment generating function</td>
</tr>
<tr>
<td>MIMO</td>
<td>multiple-input multiple-output</td>
</tr>
<tr>
<td>MMSE</td>
<td>minimum mean-square error</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>MSE</td>
<td>mean-square error</td>
</tr>
<tr>
<td>MU</td>
<td>multi-user</td>
</tr>
<tr>
<td>NMT</td>
<td>Nordic Mobile Telephone</td>
</tr>
<tr>
<td>NACK</td>
<td>negative acknowledgement</td>
</tr>
<tr>
<td>OFDM</td>
<td>orthogonal frequency-division multiplexing</td>
</tr>
<tr>
<td>OFDMA</td>
<td>orthogonal frequency-division multiple access</td>
</tr>
<tr>
<td>PAPR</td>
<td>peak-to-average power ratio</td>
</tr>
<tr>
<td>PDF</td>
<td>probability density function</td>
</tr>
<tr>
<td>PDP</td>
<td>packet drop probability</td>
</tr>
<tr>
<td>PSK</td>
<td>phase-shift keying</td>
</tr>
<tr>
<td>QAM</td>
<td>quadrature amplitude modulation</td>
</tr>
<tr>
<td>QPSK</td>
<td>quaternary phase-shift keying</td>
</tr>
<tr>
<td>RA</td>
<td>repeat–accumulate</td>
</tr>
<tr>
<td>RAN</td>
<td>radio access network</td>
</tr>
<tr>
<td>RR</td>
<td>repetition redundancy</td>
</tr>
<tr>
<td>RX</td>
<td>receive</td>
</tr>
<tr>
<td>SC</td>
<td>single carrier</td>
</tr>
<tr>
<td>SDMA</td>
<td>space-division multiple access</td>
</tr>
<tr>
<td>SF</td>
<td>space–frequency</td>
</tr>
<tr>
<td>SIC</td>
<td>soft interference cancellation</td>
</tr>
<tr>
<td>SIMO</td>
<td>single-input multiple-output</td>
</tr>
<tr>
<td>SINR</td>
<td>signal-to-interference-plus-noise ratio</td>
</tr>
<tr>
<td>SIR</td>
<td>signal-to-interference ratio</td>
</tr>
<tr>
<td>SISO</td>
<td>single-input single-output</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>SU</td>
<td>single user</td>
</tr>
<tr>
<td>ST</td>
<td>space–time</td>
</tr>
<tr>
<td>TD</td>
<td>time domain</td>
</tr>
<tr>
<td>TDD</td>
<td>time division duplexing</td>
</tr>
<tr>
<td>TDMA</td>
<td>time division multiple access</td>
</tr>
<tr>
<td>TX</td>
<td>transmit</td>
</tr>
<tr>
<td>UMTS</td>
<td>Universal Mobile Telecommunications System</td>
</tr>
<tr>
<td>WCDMA</td>
<td>Wideband Code Division Multiple Access</td>
</tr>
<tr>
<td>WiMAX</td>
<td>Worldwide Interoperability for Microwave Access</td>
</tr>
<tr>
<td>ZF</td>
<td>zero-forcing</td>
</tr>
</tbody>
</table>
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1 Introduction

The rapid development of wireless communication services has had a profound effect on the lives of billions of people. First introduced to the greater public through downlink broadcast services like radio and television, the opening of uplink communication, from the user to the network, personalises the user experience. Although the analogue 1st generation (1G) cellular communication standards were restricted to voice services, the next evolutionary step, namely the 2nd generation (2G) family of standards, was already digital and had an eye on data transfer. The 3rd generation (3G) of standards fully recognise the importance of user-wise data services. The growth of—and demand for—such services has been rapid and shows no signs of abating. Hence, the 4th generation (4G), which is starting to reach its maturity, and the 5th generation (5G), where the development of the so-called Internet of things is expected to bring a manyfold increase in the number of terminal devices, continue in the path of increasing data rates and reduced latency.

1.1 Evolution of cellular networks

The first functional mobile radio system was installed by the Detroit Police Department in 1928 [1]. In 1946, AT&T installed a mobile radio system that could connect into public switched telephone networks [2]. In decades after World War II, commercial services started to pop up in various locations over the world. Due to the congestion in the radio spectrum, in the 1960’s AT&T Bell Laboratories began to develop cellular communications where the coverage area is split into smaller cells [2].

Two notable 1G cellular communication techniques were developed in the 1970’s: Nordic Mobile Telephone (NMT) and Advanced Mobile Phone Service (AMPS) [3]. While the analogue 1G services gained a foothold in the 1980’s, the development of digital 2G standards had already begun. In Europe, where multiple regional and incompatible 1G systems had been in use, work began on a new Pan-European standard, dubbed the Global System for Mobile communications (GSM) (initially Groupe Spécial Mobile). GSM is based on time division multiple access (TDMA) technology, where separate time slots are allocated to different users. The North American IS-95, commercially known as cdmaOne, is a direct-sequence (DS) code division multiple access (CDMA) system where the receiver distinguishes the simultaneously transmitting...
users by their unique spreading sequences. GSM and IS-95 are also frequency division
multiple access (FDMA) systems, since only segments of the full frequency bandwidth
are assigned to different users. The date rates of GSM networks were later improved by
backwards compatible enhancements, notably General Packet Radio Service (GPRS) and
Enhanced Data rates for GSM Evolution (EDGE) [4].

The 1G and 2G technologies were primarily designed to support voice traffic,
which has limited peak rate requirements and low toleration for latency. The growing
importance of data transfer was an important consideration in the development phase of
3G systems, also known as Universal Mobile Telecommunications System (UMTS)
in Europe, in the early 1990’s [5, 6]. Based on the legacies of GSM and IS-95, 3rd
Generation Partnership Project (3GPP) and 3rd Generation Partnership Project 2 (3GPP2)
set out to develop DS-CDMA-based standards, known as Wideband Code Division
Multiple Access (WCDMA) and CDMA2000, respectively. A notable advancement
from the field of channel coding was incorporated into WCDMA [5, 6]: while low
data rates can be served by familiar convolutional codes [7], capacity-achieving turbo
codes [8] are used with high data rates. The data rates of WCDMA were further
enhanced by High Speed Packet Access (HSPA) [5, 6], which allows multiple-input
multiple-output (MIMO) transmission, with the involvement of multiple transmit (TX)
and receive (RX) antennas, in downlink.

While MIMO was an add-on for 3G, MIMO techniques are an integral feature of 4G.
Long Term Evolution (LTE) is developed by the 3GPP and thereby traces its legacy
back to GSM and UMTS [9]. The Worldwide Interoperability for Microwave Access
(WiMAX) forum oversees a competing family of standards. The IEEE 802.16-2005
standard [10], also known as mobile WiMAX, promises similar data rates as LTE.
LTE and mobile WiMAX do not fulfil the International Mobile Telecommunications-
Advanced (IMT-A) demands set by the International Telecommunication Union (ITU)
for 4G. Thus, although they are marketed as 4G, they are sometimes informally referred
to as 3.5G or 3.9G [5, 11]. Long Term Evolution-Advanced (LTE-A) [11] and IEEE
802.16m-2011 [12], also known as WirelessMAN-Advanced and mobile WiMAX
Release 2, are referred to as “true” 4G.

The most distinctive feature of upcoming 5G networks might be their operational
frequency spectrum in the millimetre-wavelength region [13, 14]. The radio spectrum
between 700 MHz and 2.6 GHz is becoming congested, while the 28–38 GHz band
is currently available [14]. Millimetre waves suffer a significant attenuation loss
when penetrating solid obstacles, such as buildings [13, 14]. This means that in
urban environments TX energy is mostly contained within the intended cell, thereby reducing the interference in remote cells where the same frequencies are reused, which consequently allows cell size reduction. Other frequently cited potential novel 5G techniques include cloud radio access networks (RANs), device-to-device, relay and multihop communications and massive MIMO architectures [15–27]. In massive MIMO [28–31], the base station may contain more than 100 antennas that serve a much smaller number of mobile terminals. In cloud RAN architectures, cloud-computing platforms are used to collectively perform signal processing for multiple base stations. Base stations can be switched on and off based on spatio-temporal traffic fluctuations, while centralised signal processing allows joint detection and can aid in interference avoidance and cancellation [23, 27].

This section is concluded by an interesting observation [32]: Starting in 1957, the wireless transmission capacity saw an approximately millionfold increase over a 50-year period. The widening of the frequency spectrum and its division into smaller subbands were responsible for 25- and 5-fold increases, respectively, while cell size reduction led to a 1600-fold increase. All other improvements at the physical layer brought a 5-fold increase. Thus, despite seemingly impressive advances at the physical layer, the expansion of wireless communication capacity has been mostly driven by the development and addition of hardware. Bandwidth expansion and cell size shrinkage appear to be paramount factors also for 5G networks.

1.2 Broadband MIMO communication

In order to reach the ever-increasing target data rates, wider transmission bandwidths are required. Orthogonal frequency-division multiplexing (OFDM) is becoming a key technology in the efficient exploitation of limited frequency resources. When transmitting on orthogonal parallel flat fading subchannels, inter-symbol interference (ISI) and interchannel interference are avoided [33]. In OFDM, parallel data signals are formed at the transmitter by applying the discrete Fourier transform (DFT) and at the receiver they are reconstructed back into a serial stream by applying the inverse discrete Fourier transform (IDFT) [34]. An added benefit of OFDM is that relevant channel state information (CSI) is more readily available in the frequency domain (FD) than in the time domain (TD), particularly for fast fading channels. If reasonably accurate channel state information at the transmitter (CSIT) is available, the transmitter can allocate different TX power and modulation levels to the parallel subchannels. Thus, orthogonal
frequency-division multiple access (OFDMA) has been selected for LTE and IEEE 802.16e-2015 downlink, i.e. from network to terminals.

However, OFDM is susceptible to large variations in the instantaneous TX power. These variations are characterised by the peak-to-average power ratio (PAPR) metric. A high PAPR sets stringent demands for the linearity of power amplifiers. In the average power scenario, the amplifier must significantly scale back from its maximum power [35]. For downlink this is less of an issue, but for uplink, where the terminals have limited power resources, it becomes a considerable factor. Single carrier (SC)-FDMA is in many aspects similar to OFDMA, but by performing “DFT spreading”, it achieves a smaller PAPR than OFDMA. In a localised transmission mode, the transmitter allocates symbols to adjacent subcarriers before DFT spreading, while in a distributed transmission mode, equidistant subcarriers are used, with zeros inserted between them. The “unused” subcarriers can be taken up by other terminals. LTE is the first communication standard that has selected SC-FDMA [36, Chap. 4]. IEEE 802.16e-2005 selected OFDMA for both directions [10].

The diversity gain brought by the employment of multiple TX and RX antennas was first discussed in [37]. Such architectures are commonly known as MIMO systems. The addition of parallel spatial streams causes multiple access interference (MAI). When the TX antennas are co-located, the MAI is labelled as co-antenna interference (CAI). In a multi-user (MU) scenario, where independent transmitters share the same time and frequency resources, the MAI is labelled as co-channel interference (CCI). If the number of RX antennas exceeds the number of TX antennas, the receiver can cancel out the interference from parallel streams and provide diversity gain [38]. When the parallel streams belong to independent users, such strategy is known as MU-MIMO or space-division multiple access (SDMA). For MIMO channels with perfect channel state information at the receiver (CSIR), the capacity increases linearly with the minimum of the number of TX and RX antennas [39, 40].

MIMO techniques can be divided into three main classes: Space–time (ST) (or space–frequency (SF), when applied in the FD) coding seeks to exploit the potential diversity that is brought by the presence of multiple TX antennas, while in spatial multiplexing the TX antennas send independent data. Smart antennas seek to reduce interference by beamforming. Multiple alternative ST/SF coding techniques have been proposed, e.g. ST block codes [41–43], ST trellis codes [44–46] and various iterative ST coding schemes [47–55].
Spatial multiplexing schemes seek to increase the data rates by transmitting independent data across the spatial streams. In diagonally encoded spatial multiplexing [56], symbols belonging to each independent packet are transmitted across all the available TX antennas for added diversity. In vertically encoded transmission a single independently encoded data packet is transmitted across all the available antennas, while in horizontally encoded transmission each antenna transmits its own independently encoded packet [57]. Since the receiver does not know or care of the physical locations of the TX antennas, the horizontally encoded spatial multiplexing scheme is similar to MU-MIMO, where the transmitting streams originate from different locations. The transmitter must make a fundamental trade-off in how it chooses to exploit the potential diversity and multiplexing gains brought by the spatial degrees of freedom [58]. It was concluded in [59] that modern communication systems, such as the LTE, favour multiplexing over diversity. For low-mobility users, link adaptation (LA) and scheduling make TX diversity redundant, while high-mobility users already benefit from time or frequency diversity, which reduces their demand for TX diversity.

Beamforming can reduce interference, thereby producing array (or antenna) gain, but requires accurate CSI [60–62]. CSIR can usually be inferred reasonably accurately from pilot signals, but accurate CSIT is harder to obtain. In time division duplexing (TDD), the terminal and base station transmit on the same frequency band but at different time slots. If the channel remains relatively static between time slots, the CSIT can be inferred directly from the CSIR. However, the powers of the transmitted and received signals can vary by as much as 100 dB. Therefore, most commercial mobile radio standards employ frequency division duplexing (FDD) [63, Sect. 4.1], where the forward and backward transmissions take place at different frequency bands. With FDD, the transmitter must rely on feedback provided by the intended receiver. The feedback loop causes delay, which makes the CSI more sensitive to rapid channel changes. Furthermore, for the CSI to be accurate, detailed feedback is required. The signalling overhead of control channels directly reduces the capacities of genuine communication channels. Unlike beamforming, a trade-off between spatial diversity and multiplexing modes is an option even with limited CSI.

Other key features of modern telecommunication standards, such as iterative coding and receiver processing, LA and hybrid automatic repeat request (HARQ) techniques are discussed in Sects. 2.1, 2.4 and 2.5, respectively.
1.3 Aims and outline of the thesis

The main contribution of this thesis is the development of a robust performance prediction technique for an advanced iterative receiver. In the second part, the performance prediction method serves as a basis for iterative LA algorithms.

The reason why many recent (and sometimes old!) advances in signal processing have become implementable is due to the vast improvements in computing capacity. While increased complexity enables higher data rates, it also makes it more difficult to predict or analytically evaluate the system performance. Therefore, exhaustive Monte Carlo (MC) computer simulations, where every operational block is modelled in full detail, are required. The adoption of iterative receivers and decoders multiply the number of computations. Hence, such simulations are often time-consuming. Analytical performance prediction is usually restricted to linear receivers and only occasionally takes into account forward error control (FEC) channel coding. Even then, capacity-achieving codes are rarely considered.

This thesis seeks to develop a flexible performance prediction scheme for an efficient, iterative MIMO minimum mean-square error (MMSE) receiver, which employs a 3GPP compliant turbo decoder [64] and backward error control in the form of the repetition redundancy (RR)-HARQ protocol [65, 66]1 to detect data arriving through an SC-FDMA uplink channel. The prediction scheme can take into account different channel dimensions, RX correlation, multipath profiles (by considering the number of separable channels taps), modulations, code rates and alternative spatial multiplexing techniques (vertically and horizontally encoded transmission). Although only turbo coding is considered here, the same semi-analytical performance prediction procedure would be applied with different FEC methods, such as convolutional, low-density parity check (LDPC) and repeat–accumulate (RA) codes without any major modifications. In general, channel codes that can be represented by factor graphs and decoded by belief propagation algorithms would be good candidates.

LA is dependent on the availability of CSIT. Accurate CSIT is particularly difficult to obtain for fast fading channels and with FDD-systems. Consequently, there are previous LA proposals that have considered inaccurate or quantised CSIT. Hence,

---

1Bit probability combining in conjunction with repetition coding across automatic repeat request (ARQ) transmissions was first proposed in [65]. The combining technique is often referred to as Chase combining after a subsequent paper [66], where repetition coding across ARQ transmissions with maximum likelihood (ML) sequence decoding was examined. Following the nomenclature in [67], the abbreviation RR shall be used hereafter.
in order to create a separation to existing literature, the secondary goal of this thesis is to develop robust LA schemes that rely on minimal CSIT. Noise variance, the number of separable propagation paths and eigenvalues of the RX correlation matrix provide sufficient information. TX power control and adaptive modulation and coding (AMC) schemes are developed for both considered spatial multiplexing techniques. The AMC schemes adhere to the recommendation given in [68] that equalisation and the modulation and coding scheme (MCS) selection should be viewed within a unified framework, from an information theoretic perspective, when seeking to optimally exploit the capacity of a time-varying fading channel. The vertically encoded TX power control and AMC schemes are complemented by adaptive RR-HARQ and incremental redundancy (IR)-HARQ [69] schemes.

Most of the results presented in this thesis have been presented in peer-reviewed conferences and in a journal paper. For the sake of clarity and coherence, the thesis has been written as a monograph.

Chap. 2 contains a literature review of previous and parallel work that relates to the contributions of this thesis. Iterative decoding and receiver processing and the convergence analysis of such techniques are central aspects, as is statistical performance analysis. An overview of LA and HARQ techniques conclude the literature review.

The system model that is used throughout the thesis is featured in Chap. 3. A frequency-selective MIMO channel model is described and an iterative FD soft interference cancellation (SIC) MMSE equaliser is presented.

The core contribution of this thesis is found in Chap. 4. Its results were published in [70–73]. Firstly, mutual information transfer charts are used to semi-analytically track the convergence of the FD-SIC-MMSE equaliser that operates in conjunction with a standard 3GPP turbo decoder. Then the properties of statistical single-input single-output (SISO), single-input multiple-output (SIMO), as well as RX correlated MIMO channel models are used to derive the effective signal-to-interference-plus-noise ratio (SINR) at the output of the considered equaliser/demapper. The log-likelihood ratio (LLR) variance distribution can be derived from the effective SINR distribution. The LLR variance distribution proves to be very useful, since it can be used to predict frame error rates (FERs) of SISO/SIMO and vertically and horizontally encoded MIMO systems. Three levels of phase-shift keying (PSK) are considered, namely binary phase-shift keying (BPSK), quaternary phase-shift keying (QPSK) and octal phase-shift...
keying (8-PSK). For SISO/SIMO and vertically encoded MIMO, the predictions are complemented by RR-HARQ.

Chap. 5, whose partial results were published [74], features iterative LA algorithms that utilise the described performance prediction method. TX power control and AMC schemes are developed for vertically and horizontally encoded MIMO systems. The adaptive RR-HARQ and IR-HARQ schemes utilise feedback that reflects the level of mutual information at the receiver.

The main findings of the thesis are summarised in Chap. 6. In addition, some open questions and potential future research topics are discussed.

### 1.4 Author’s contribution to publications

The thesis is based on four conference papers [70–72, 74] and one journal paper [73]. The author played the main role in developing the ideas, producing the results and writing the papers.

The idea of extrinsic information transfer (EXIT)-chart-based LA for HARQ transmissions was proposed by Dr. Juha Karjalainen, who was the second author in [70, 71]. The formula for the asymptotic SINR in [72, 73] (and Appendix 4 in this thesis), which was later applied in the iterative TX power control schemes in [74], was derived by Lic. Tech. Juha Pyhtilä, who was the second author in the cited papers. Prof. Markku Juntti (the third author in [70–74]) provided guidance and comments during the preparation of the papers.

The simulation model used in [70–74] was based on a model created by Dr. Karjalainen. The simulations utilised a channel generator developed by Dr. Esa Kunnari. The turbo encoding and decoding software, and the 3GPP rate matching software, were from the Coded Modulation Library. The performance prediction and LA software were developed solely by the author of this thesis.

---

2Modern wireless standards apply different degrees of quadrature amplitude modulation (QAM) for band efficient communications. They are omitted here due to the non-Gaussian distribution of the demapped LLRs, which interferes with the proposed semi-analytical framework. This issue is further discussed in Sect. 4.1.

3The Coded Modulation Library is distributed under the GNU Lesser General Public License. For more information, refer to: [http://www.iterativesolutions.com/](http://www.iterativesolutions.com/)
2 Review of earlier and parallel work

This chapter reviews relevant prior and parallel published work. Sect. 2.1 discusses the evolution and proliferation of iterative receiver processing, which followed the introduction of turbo codes. Sect. 2.2 reviews techniques that have been developed to analyse the convergence of iterative receiver algorithms. Sect. 2.3 is dedicated to various efforts that have sought to explain how the properties of statistical radio channel models can be used to analyse the receiver performance. The MIMO channels’ spatial dimension can be considered in L.A. as can be witnessed in Sect. 2.4. Finally, recent work related to HARQ techniques is reviewed in Sect. 2.5.

2.1 Iterative decoding and receiver processing

After Shannon derived formulae for the capacities of communication channels [75], much of the ensuing work in the field of telecommunications has focused on developing techniques that could exploit the capacity. One fundamental aspect in that pursuit has been the development of FEC methods that introduce redundancy to the transmitted data. The receiver can exploit the redundancy and recover the original data even when the channel partially corrupts the packet.

One of the landmark moments in the field of coding theory was the introduction of turbo codes [8]. In the classical turbo decoding set-up, two parallel soft-input soft-output decoders, which are separated by an interleaver and a corresponding deinterleaver, process recursive systematic convolutional codes. Traditionally, convolutional codes are decoded by the Viterbi algorithm [76, 77], which performs ML sequence detection. In turbo decoding, the constituent decoders utilise a modified Bahl–Cocke–Jelinek–Raviv (BCJR)-algorithm [78], which outputs bit-wise a posteriori probabilities (APPs). After the bit-wise a priori values are subtracted from the a posteriori values, the newly obtained bit-wise extrinsic information values become a priori information for the following constituent decoder. By using logarithmic values, the multiplications of the BCJR-algorithm become additions [79, 80]. Even in the log-domain, the maximum a posteriori (MAP) implementation of the BCJR-algorithm involves a complex logarithmic summation of exponentials. Descriptions of different alternative implementations, including the most commonly used optimal log-MAP and sub-optimal max-log-MAP solutions [79, 80], can be found in [81].
Many papers have sought to explain the efficacy of turbo codes and iterative decoding techniques in general. In work specifically related to turbo codes, a phenomenon dubbed “spectral thinning” was observed: an increase in the interleaver length reduces the number of possible code words with low Hamming weights, thereby reducing the number of code words that are close to each other bit-wise [82, 83]. The steepness of the “turbo cliff”, the region where the FER drops rapidly, is largely attributed to the interleaving gain, but the code’s distance spectrum properties influence the level of the FER floor [82–84].

It was soon noted that the fundamental concepts behind the efficacy of turbo codes have many other applications besides the decoding of parallel concatenated codes [85]. Bit-interleaved coded modulation (BICM) provides an example of interleaving gain in a different scenario: when a bit level interleaver is added between a convolutional encoder and a serially concatenated bit-to-symbol mapper, diversity within the encoded bit sequence is increased, which in turn improves the coding gain [86, 87]. This is a significant departure from the original concept of coded modulation, where channel coding and modulation, and demodulation and decoding, are intrinsically linked [88]. Naturally, a turbo code can be used as the constituent code in a BICM scheme [89].

Iterative decoding has been expanded beyond convolutional codes and parallel concatenation. Design criteria for serially concatenated block and convolutional codes were developed in [90]. The emergence of turbo codes also resurrected the interest in LDPC codes [91] (and a proposed decoding structure [92]), when simulations showed that their performance was close to the Shannon capacity [93]. The capacity of LDPC codes was further studied in [94]. Based on this work, LDPC codes that exceeded the performance of turbo codes were developed [95–97]. Another class of iterative codes, the so-called RA codes, were presented in [98, 99]. The iterative decoding process can be viewed as an instance of belief propagation [100], where the extrinsic messages exchanged between the component decoders express their belief about a certain bit in the form of an LLR. The iterative decoding algorithms can be divided into two families: min-sum algorithms (e.g. the Viterbi algorithm and the soft output Viterbi algorithm [101, 102]) and sum-product algorithms (e.g. the BCJR algorithm) [103, 104].

The concept of iterative processing is not restricted to decoding. One of the first examples where the iterative loop was expanded to the entire receiver was iterative equalisation [105], where soft information from the decoder was used in SIC. Iterative equalisation has since attracted further attention, in one form or another, e.g. [106–123]. Some measure of the benefit of iterative equalisation is given by the observation that the
bit error rate (BER) performance of an iterative equaliser–decoder pairing converges to that of an additive white Gaussian noise (AWGN) channel at high signal-to-noise ratios (SNRs) when BPSK is assumed, which indicates successful ISI removal [116].

2.2 Convergence analysis of iterative decoding and equalisation

Much effort has been spent on studying the convergence of iterative decoders. Geometric analyses, such as [124–130], seek to characterise the behaviour of iterative decoding algorithms by finding fixed (or stationary) points in the belief propagation [100] interpretation of the iterative decoding process. However, the existence of fixed points does not explicitly indicate whether an iterative decoder will converge or not [131]. Furthermore, such deterministic methods are computationally complex, which makes them impractical for turbo decoder performance prediction [132].

Stochastic analysis methods, which are concerned with the statistical properties of the inputs and outputs of iterative blocks, have proven to be more popular. They generally assume infinite codeword lengths and perfectly random interleavers. An important requirement is the so-called consistency (or symmetry) condition [94], which states that for bit-sign-wise symmetric input distributions, the channel’s and component decoders’ bit-sign-wise output distributions should also be symmetric. Thereby, their performance is independent of the particular processed codeword. It was discovered in [133] that after a few iterations, the output distributions of sum-product algorithms, such as the BCJR algorithm, closely resemble the Gaussian distribution. This observation has proven to be useful for the stochastic analysis methods. In [134–136], the input and extrinsic output SNR distributions were observed. Transfer characteristic bands that could take into account finite-length code words were introduced in [136]. In [137], measurements of the correlation between actual bit values and their soft estimates were used as a convergence metric. EXIT charts [138] have become the most widely used method to track the convergence of iterative decoders or receivers. They are the method of choice also in this thesis. EXIT charts assume that the mean-to-variance ratio of the bit-sign-wise Gaussian distributed LLRs is 1/2. Under this assumption, the SNR of Gaussian distributed LLRs becomes half of their mean [139], which makes the two measures, i.e. the mean and SNR, equivalent. EXIT charts only map the measure to the mutual information domain. However, the approximation that the mean-to-variance ratio would be 1/2 is not entirely accurate. Therefore, in an alternative approach [132], distinct parameters were designated for the mean and variance.
The decoder EXIT chart is obtained by MC simulations, where inputs corresponding to a certain level of *a priori* information are fed into the decoder and the level of extrinsic information is measured from the output. The equaliser chart, or the chart of a similar front end receiver block, can be formed in a similar manner, as was done in [107–112, 140, 141]. If the chart of the front end receiver block is approximately linear, the intermediate points can be interpolated by only considering the extreme cases with no *a priori* and full *a priori* information [113]. Each unique channel realisation has its own transfer chart, which makes the measurement-based approach somewhat impractical. For certain front end receiver blocks, the EXIT chart can be determined analytically for a known channel realisation [114, 115, 120, 142, 143]. These studies serve as important precursors for the work carried out in this thesis.

The majority of the papers that utilise EXIT charts or alternative stochastic analysis methods to study the performance of iterative receivers assume convolutional codes, e.g. [107–117, 140–146]. Although the transmitter–receiver structure featured in this thesis uses turbo codes in channel coding, the convergence analysis largely follows the same outlines as the analyses that feature convolutional codes. In [147], EXIT charts were used to track the convergence of an iterative BICM receiver with a turbo code as the constituent code, while an RA code was assumed in [148, 149].

The prevalence of EXIT charts does not mean that alternative convergence tracking methods would not have been used. In [150], mean-square error (MSE) charts were used to examine LDPC codes, while BER transfer charts and the SNR variance evolution method were used to analyse the performance of iterative equalisers in [113, 122] and [115], respectively. In addition to BER transfer charts, EXIT charts were also used in [113], while in [122], empirically formed LDPC decoder BER transfer curves could take into account finite block lengths. In [116], the convergence was tracked by observing the ratio between the channel noise variance and variances of the input/output distributions of a MAP equaliser and a convolutional decoder. In [151], inspired by [132], the convergence of an iterative MIMO receiver that included a turbo decoder was examined by using large look-up tables (LUTs), which contained mean and variance pairings for the information and parity bit LLRs. This was done as EXIT charts proved to be inaccurate for the considered receiver.
2.3 Statistical performance analysis

This section focuses on work that has sought to develop an understanding on how the statistical properties of propagation channels influence the output distributions of receiver filters. The earliest analytical results that provided insight into the output distribution of an MMSE filter were presented in [152]. It was shown that the interference at the output of an MMSE MU detector, which is comprised of MAI and noise, was in many cases approximately Gaussian. It was later proved that the distributions of output MAI [153], signal-to-interference ratio (SIR) [154] and decision statistics [155] of an MMSE receiver in an uplink DS-CDMA channel are asymptotically Gaussian. The asymptotic distributions aptly describe the behaviour of DS-CDMA systems, which employ long spreading sequences and accommodate large numbers of users. Thus, the results from random matrix theory, which generally assumes infinite matrix dimensions but a finite ratio of dimensions, are particularly attractive. However, it was noted already in [154] that for small SIR and a spreading length of 16, the Gaussian approximation is inaccurate for the tails of the genuine SIR distribution. By applying this into MIMO channels, the spreading length corresponds to the number of RX antennas, while the number of users corresponds to the number of TX antennas. “Regular” MIMO channel matrices have much smaller dimensions than DS-CDMA systems, which means that the MMSE filter’s output distributions rarely exhibit asymptotic Gaussian behaviour. In the TDD-based massive MIMO [28–31], the base station may have more than 100 antennas that serve a much smaller number of mobile terminals. At this stage, massive MIMO is an emerging concept. Therefore, this thesis shall only consider established MIMO architectures with moderate spatial dimensions.

One early paper which sought to develop a probability density function (PDF) for the distribution of the SINR at the output of an MMSE filter was [156]. It considered a MIMO channel with two TX antennas, and a successive interference cancellation MMSE filter. In [157], the gamma and generalised gamma distributions were used as approximations of the genuine SINR distribution for a MIMO channel. This was accomplished by finding the first three asymptotic moments of the distribution and then defining a (generalised) gamma function with matching moments. The paper also provided BER approximations that needed to be evaluated numerically. In [158], the results of [157] were generalised to allow receive RX correlation. The same paper provided closed form solutions for the BER approximations. The gamma-distribution-based approximation found further use in [159], where it was used to estimate the
BERs of $M$-ary QAM schemes in TX correlated Rayleigh flat fading channels. The gamma distribution was again used in [160] to approximate the post-detection MIMO MMSE SINR in ad hoc networks. There have also been alternative SINR distribution approximations. In [161], MMSE SINR distributions for small-dimensional channel matrices were developed, while in [162] the same methodology was expanded for TX correlated channels. The Gaussian distribution was suggested as a suitable approximation in [163, 164]. Papers comparing the asymptotic performance of MMSE and zero-forcing (ZF) receivers in MIMO channels have also been published [165, 166].

Most of the contributions listed above consider asymptotic behaviour or try to find well-known distributions that would resemble the actual SINR distribution at the output of an MMSE filter. Particularly, for configurations with a limited number of RX antennas, the gamma and Gaussian distributions fail to match the tails of the genuine SINR distribution. A far more accurate distribution was proposed in [167]. This particular approximation does not attempt to match the SINR distribution with any well-known distribution. When generalisations are avoided, the distribution’s tails can be accurately approximated even for a $2 \times 2$ antenna set-up. This robust approximation will later form the cornerstone of the performance prediction method developed in Chap. 4. It is also general for any antenna configuration, unlike the method in [161, 162]. In addition, [167] develops the SINR PDF for ZF receivers.

There have been other noteworthy contributions that are not applicable to this thesis’ problem setting due to some inherent assumptions or restrictions. Nevertheless, they provide some interesting insights into statistical performance evaluation and deserve to be brought up. In [168], MMSE-filtered SINR distributions were derived for linearly precoded single user (SU) and MU-MIMO systems in a 3GPP LTE downlink. Often, the consideration is restricted to SISO channels. A PDF of the extrinsic information at the output of an SIC-MMSE equaliser was formed in [118]. However, the equaliser still required some simulations before the expectation-maximisation algorithm could be used to determine the proper mixture of Gaussian distributions contributing to the PDF of the extrinsic information. Knowledge of this distribution was then used in the design of LDPC codes. In [169], cumulative distribution functions (CDFs) were developed for the output SINRs of linear FD-MMSE and FD-ZF equalisers that processed QPSK symbols that had propagated through frequency-selective SISO channels. The CDFs were then used to approximate the equalisers’ output BERs. An approximated distribution of the Euclidean distance between transmitted and estimated BPSK sequences at the output of a multipath SISO channel was derived in [123]. The distribution was subsequently used
to develop an upper bound for the FER of an ML receiver, which contained an iterative
equaliser. Some papers have assumed practical channel codes. A semi-analytical study
of the impact of channel estimation errors on the BER of a turbo decoder was conducted
in [170]. In [171, 172], cumulant generating functions of the LLRs of BICM and
BPSK schemes, respectively, in flat fading SISO channels were formed. The cumulant
generating functions were used to form BER bounds for convolutional and RA codes. A
similar approach was taken in [173], where approximate LLR PDFs for Gray-mapped
QAM BICM schemes were developed. The PDFs were subsequently used to calculate
the BICM capacity and develop BER bounds for convolutional codes.

2.4 Link adaptation for MIMO channels

LA requires CSIT. If TDD is employed and the channel remains relatively static between
the TX and RX modes, the transmitter can infer the CSI from the packets itself received.
With FDD, which is more commonly used than TDD, the transmitter must rely on
feedback provided by the intended receiver.

Receiver feedback, where the receiver supplies the transmitter with CSI, which the
transmitter then uses in LA, was first proposed in [174]. Classically, the transmitter can
adapt its power and/or rate [175], but the introduction of MIMO also allows spatial
LA. The value of feedback depends on the system scenario, but feedback is usually
most beneficial when the transmitter can compensate for some disturbance induced
by the channel, e.g. ISI, MAI/CCI/CAI, etc. [176]. MIMO systems are particularly
problematic for LA schemes that require accurate, coefficient-wise CSIT. The feedback
requirement grows with the product of the TX antennas, RX antennas, delay spread and
the number of users, while the capacity only grows linearly [177]. However, even a few
feedback bits can often improve the performance close to an optimal scenario with
perfect CSIT [176, 177].

The feedback can relate either to instantaneous or statistical CSI. LA schemes
relying on statistical feedback will suffer a performance loss compared to systems
that rely on instantaneous CSI, but fast LA schemes also require large signalling
overheads [176, 178]. Hence, in addition to slow fading channels, statistical CSI
feedback may also be useful for channels where the low-rate feedback cannot keep
up with rapid channel fluctuations [177]. The iterative decoding of the powerful
capacity-approaching iterative codes discussed in Sect. 2.1 increases the feedback
delay. If outdated or inaccurate CSIT is used, it is possible that the current channel is in
outage, i.e. its capacity does not support the intended TX rate. The impact of imperfect (assuming only statistical knowledge) and erroneous CSIT on AMC has been studied in [179–187]. It was discovered in [181] that the considered beamforming and adaptive modulation scheme became more resistant to imperfect CSIT as the number of antennas, particularly the number of RX antennas, increased. Adaptive spatial multiplexing schemes, which are of interest in this thesis, are more sensitive to imperfect CSIT than beamforming schemes [186].

In AMC, an optimal MCS is picked to match the channel conditions. AMC can be performed without exact knowledge of the channel coefficients. A channel quality indicator (CQI), or a link quality metric (LQM), to use an alternative term, is still needed. Regardless of their formal definitions, CQIs/LQMs are usually, in one way or another, linked to the effective SNR/SINR measured at the detector output. Different effective SNR/SINR metrics for time and frequency-selective channels have been proposed [188–190]. Mutual information metrics can be approximated from the soft demapped bit-wise LLRs [191, 192]. The uncoded BER is often obtained by applying the $Q$-function, which can be used to obtain the modulation-wise symbol error probabilities for non-binary modulations in an AWGN channel [193, Sect. 5.2]. LA schemes require a target; BER and FER are the most commonly used, while constant rate is also a possibility. There are approximate decoding-algorithm-dependent ways to map the uncoded BER into coded BER and/or FER, e.g. for convolutional codes [194] and LDPC codes [195]. Channel capacity has also been used as a CQI/LQM, in which case a constant outage capacity becomes a natural target for LA.

From a practical point of view, transmission rate adaptation schemes should always take into account channel coding. Nevertheless, several early and/or theoretical TX rate adaptation studies have assumed uncoded systems [179–187, 196–205], while more practical studies assume some form of channel coding. In [206], adaptively punctured convolutional codes were considered with a fixed modulation (BPSK). Convolutional codes [190, 192, 194, 195, 207–216] are also the most popular option in AMC, while trellis-coded modulation [217–222], turbo codes [223] and LDPC codes [195, 224] have also been considered. Rate adaptation can be combined with adaptive TX power control [197, 205, 225–228], but the spectral efficiency suffers relatively little if either TX power or transmission rate remains constant [203].
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4Beamforming and precoding are fundamental concepts in MIMO LA. They require coefficient-wise CSIT and thereby fall outside the scope of this thesis.
In addition to MCS selection, CSIT can be exploited in many different scenarios. It can be used to determine the number of active spatial streams [212, 229], or to choose between diversity and spatial multiplexing modes or their hybrid [230, 231], between beamforming and spatial multiplexing modes [191, 232], or between SU and MU modes [233]. An important aspect is how the transmitter selects the appropriate TX mode. It can use an LUT, which contains the CQI/LQM switching thresholds between different TX modes. The thresholds can be obtained through simulations or measurements [178], machine learning [214, 234, 235] or channel sounding [216]. In some cases, the transmitter can semi-analytically determine the value of the target parameter that results from a particular MCS. The transmitter then selects the MCS that attains the predefined target and offers the best spectral efficiency.

Services that require low and constant data rates prioritise energy efficiency over spectral efficiency. In addition to TX power consumption, devices want to minimise circuit power consumption. Battery life in general is an important factor for mobile terminals. The energy efficiency aspect has been considered in LA [236, 237]. Adaptive TX power control also helps reduce the level of interference experienced by other users.

LA schemes that assume iterative receivers often use EXIT charts in the analysis. Due to the receiver set-up considered in this thesis, such schemes are of particular interest. If the transmitter knows the channel coefficients, the analytically calculated detector transfer chart can be used as a basis of transmission optimisation. Such an approach is known as curve-fitting and has been used in code design [238–242], in code rate adaptation [243], in MCS selection for multilevel BICM-MIMO schemes [144, 145] and in TX power optimisation [148]. Adaptive MCS selection in an SC-FDMA uplink with iterative MMSE receivers was studied in [244, 245]. Both proposals utilised the effective SINR at output of the MMSE filter in LA. As has been noted in this section and in Sect. 2.2, the effective SNR/SINR and mutual information are closely related. In [244], hard decision successive interference cancellation was assumed, while in [245], the performance prediction method from [143] was utilised along with turbo codes.

2.5 Hybrid ARQ techniques

A combination of FEC and ARQ, first explored in [246, 247], is labelled as HARQ. The purpose of HARQ techniques is to introduce backward error control into communication systems. The inclusion of HARQ is beneficial, particularly when the transmitter cannot fully exploit instantaneous channel capacity [248]. Stop-and-wait ARQ, where the
transmitter waits for an acknowledgement (ACK) or a negative acknowledgement (NACK) message before any further transmissions, is assumed throughout this thesis.

When MIMO channels are complemented by HARQ techniques, the diversity–multiplexing trade-off from [58] gains a third dimension: delay. Even in the worst-case scenario, in terms of diversity, where the channel remains quasi-static for the ARQ retransmissions, the system exhibits a diversity gain [249]. The diversity–multiplexing–delay trade-off was further studied in the case of delay-sensitive systems [250] and block fading [251]. With high transmission rates or low TX powers, the instantaneous channel may be in outage, but subsequent HARQ transmissions allow the capacity to be used more efficiently at the cost of delay. Even so, there is still plenty of room for improvement: the throughputs attained by contemporary HARQ techniques fall well short of the ergodic capacity in the high rate regime [67]. Thus, the HARQ schemes brought up in this thesis should not be viewed as fully matured technological advances. One way to slightly bridge the capacity gap is to utilise CSIT to control the TX power and rate. Such a system attains higher multiplexing and diversity gains than a system with fixed TX power and rate that merely relies on packet retransmissions [228]. This motivates the development of adaptive HARQ schemes that complement LA schemes in partial CSIT situations. Most communication systems oversee the packet transmissions through ACK and NACK messages, depending on whether the packet was successfully recovered or not. Hence, if additional bits are allocated to ARQ messages, CSIT can be updated through the data link layer [176].

Two distinct HARQ schemes are considered in this thesis, namely RR-HARQ [65, 66] and IR-HARQ [69]. In RR-HARQ, the receiver accumulates SINR, while in IR-HARQ, it accumulates mutual information [252]. There is extensive literature that deals with ARQ and the so-called type-I HARQ, sometimes referred to as generalised slotted Aloha, where the receiver discards erroneously decoded packets once the ARQ is sent, e.g. [208, 252–262]. However, such schemes fall outside the scope of this thesis.

In RR-HARQ, versions of the same packet that were transmitted in different time slots are combined at the receiver. A simple way to perform RR is by summing the bit-wise LLRs from the different packets at the input of the decoder. With iterative
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5 A block fading channel is assumed to be quasi-static for the duration of a transmitted block, but temporally uncorrelated between successive blocks.

6 An example of SNR (the considered system model does not induce interference at the receiver) accumulation can be found in [215]. A very close approximation of the throughput performance of a convolutionally encoded RR-HARQ system was obtained simply by inserting a sum of the transmission-wise SNRs into an SNR-to-FER mapping function.
receivers, more advanced forms of combining become possible. In [263, 264], a turbo decoder was utilised in iterative equalisation of interleaved versions of the original packet. An integrated iterative equalisation architecture, which utilised the modified BCJR-algorithm, was proposed in [265]. The “integration” takes place during the calculation of the BCJR-algorithm’s transition probabilities, which are obtained by recursively considering the transmission-wise soft symbol probabilities. Along the same lines, computationally less intensive combining schemes involving MMSE equalisers were proposed in [117, 266]. Reliability-based HARQ provides a slight twist to the retransmission principle. The receiver uses the LLRs to identify symbols that were severely corrupted by the channel. If the original packet has not been recovered, the receiver sends an ARQ that specifies the symbols it would like to receive again. Reliability-based HARQ uses the transmission resources more efficiently than regular RR-HARQ, but requires more feedback to specify the symbols that are desired for retransmission [267]. Another way to reduce the sizes of the HARQ packets in an environment that induces burst errors is to transmit several independently decodable subpackets within a single transmission resource block [268].

If a NACK is received, IR-HARQ schemes aid the receiver by transmitting additional coded bits or symbols. IR-HARQ outperforms RR-HARQ in terms of throughput, particularly when the initial code rate is high [252, 269, 270]. This can be traced back to the improved coding gain, but comes at the cost of larger RX buffers [269]. An IR-HARQ scheme, with an infinite number of possible IR transmission slots, can with a finite average delay attain the same maximum throughput as a pure FEC system that relies on infinite delay to deliver the codeword [252]. The IR transmissions often contain coded bits or symbols that were initially punctured, e.g. convolutional [271] and turbo [272] codes, but the IR packets themselves can be independently decodable, while still aiding the decoding of the initial packet, if necessary, e.g. [273, 274].

The turbo principle lends itself also to IR-HARQ: In [275], the original information bit sequence was passed through an interleaver before being turbo-encoded for IR transmissions. For each IR transmission, the “cumulative” bit-wise LLRs from the previous transmission(s) were used as a priori information. In [276], the initial packet was encoded by a recursive systematic convolutional code, a type of code used as
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7RR can be viewed as a special case of IR. It is also possible that an HARQ transmission contains a mixture of previously transmitted and punctured coded bits or symbols, particularly when a constant packet size is desired. Within this thesis, IR refers to the case where the HARQ transmissions only contain coded bits or symbols that have not yet been transmitted. Therefore, the two considered HARQ modes are distinctly different.
constituent codes in turbo coding. If the initial transmission, which was decoded by a modified BCJR-algorithm, was unsuccessful, the first IR transmission contained a parity bit sequence obtained by encoding an interleaved version of the data sequence. Hence, after the first IR transmission, the standard turbo decoder could be employed. Subsequent transmissions, if necessary, were RR retransmissions and in turn contained the information bit sequence and the two parity bit sequences.

There are two main ways to determine the sizes of the IR packets: rate allocation (or assignment) and rate adaptation. In rate allocation, the rates of the IR transmissions follow a predefined pattern and are determined by the transmission index. Rate allocation is suitable for the case where only a single feedback bit is allocated for the ACK/NACK-message. Various code rate allocation methods for truncated IR-HARQ, where the number of IR transmissions is finite, have been proposed: In [277], the error probability only depended on the number of available non-punctured bits at the decoder. Rate allocation strategies for quasi-static and block fading channels can be found from [278, 279] and [280, 281], respectively. In quasi-static channels, where the future channel coefficients are known in advance, rate allocation can be complemented by power allocation [278, 279] under average power constraint. In a quasi-static scenario, an optimised IR-HARQ scheme can attain the same average throughput as an LA scheme that utilises quantised CSI feedback [279].

Rate adaptation utilises multi-bit feedback to deliver a metric of the accumulated mutual information to the transmitter, which utilises the metric to optimise the rates of the IR transmissions. Examples of this approach can be found in [280–282]. For block fading channels, the feedback metric can be interpreted as fully outdated CSI [280]. In performance evaluations of comparable rate allocation and rate adaptation schemes [280, 281], the latter offered superior throughput.

Concentrating on block fading channels, there is common ground between RR-HARQ and rate allocation IR-HARQ in a transmission optimisation sense. When the rates of the HARQ transmissions are fixed, TX power optimisation becomes a convenient research problem. Various channel models, CSIT assumptions and alternative design criteria allow for different approaches. One early proposal for an RR-HARQ scheme without CSIT involved simple power ramping [283]. It was later discovered in [284] that for block fading channels without CSIT, the optimal power allocation sequence cannot be characterised as either increasing or decreasing. This can be contrasted with the discovery that for slow fading channels with perfect CSIT, the TX powers should decrease with each retransmission [285].
In [286, 287], average TX power minimisation strategies under a packet drop probability (PDP) constraint were proposed for rate allocation IR-HARQ systems that had access to one-bit ACK/NACK feedback. The scheme proposed in [286], which assumed no CSIT, is somewhat impractical, since channel measurements or simulations were required to establish the necessary PDP statistics. In [287], where statistical CSIT was assumed, a PDP minimisation strategy was developed for a scenario with an average TX power constraint. When a single IR-HARQ transmission was allowed, the PDP and average TX power minimisation schemes became equivalent. However, the optimisation scheme only started to outperform a constant TX power allocation scheme at PDPs below $10^{-2}$. Multi-bit feedback also aids TX power optimisation in rate allocation IR-HARQ. There are a couple of papers that have studied the impact of quantised information from slightly different perspectives. In [261], adaptive TX power control strategies for RR-HARQ and IR-HARQ were developed under the assumption of quantised CSIT. In related work [288], quantised feedback was utilised to determine the powers of the IR packets for a block fading channel. Additional feedback bits that inform the transmitter of the level of accumulated mutual information at the receiver bring the throughput closer to the ergodic capacity [261] and reduce the probability of an outage (i.e. PDP) [288]. In [289], under the assumption of a discrete initial transmission rate, an IR-HARQ power allocation strategy was developed for a scenario, where the transmitter had accurate knowledge of the accumulated mutual information at the receiver through a perfect feedback channel while only having statistical CSIT. It should be noted that the discussed rate allocation schemes [261, 286–289] assumed constant IR packet sizes.

The impact of HARQ can be taken into account when an MCS is being selected for the initial transmission. In [290], under a slow fading assumption, instantaneous SINR was utilised to develop an average throughput optimisation criterion for MCS selection along with RR-HARQ. This work was later expanded and improved upon in [291], which also considered IR-HARQ with fixed IR packet sizes. An MCS selection method for RR-HARQ that sought to maximise the delay-limited throughput in temporally correlated channels, which can be viewed as a generalisation of slow and block fading, was proposed in [292]. In slow fading channels, simple ACK/NACK-based code rate switching is also feasible [293].
3 System model and receiver algorithms

SC-FDMA uplink transmission is considered. Hence, Sect. 3.1 presents a general RX correlated frequency-selective MIMO channel model and transports it from TD to FD, while Sect. 3.2 describes the FD-SIC-MMSE equaliser that is used throughout the thesis. For the purposes of this thesis, the specific qualities of the equaliser are only incidental. The main ingredients are the inclusion of MMSE filtering and the presence of iterative feedback from the decoder. This will be discussed more in Chap. 4.

3.1 Channel model

Consider a block fading multipath MIMO channel, where the channel remains quasi-static for the duration of the transmitted block, but is independent between successive blocks. It is assumed that the system employs a sufficiently long cyclic prefix (CP) that negates the inter-block interference (IBI). Thus, in the absence of spatial correlation, a multipath channel with \( L \) propagation paths between TX antenna \( j \) and RX antenna \( i \) can be represented as a circulant matrix, i.e. \( H_{i,j} = \text{circ}\left\{h_{i,j,1}, \ldots, h_{i,j,L}, \mathbf{0}_{K-L}^T\right\} \in \mathbb{C}^{K \times K} \), where \( \text{circ}\{\cdot\} \) generates a circulant matrix, \( h_{i,j,l} \) is the channel coefficient of the \( l \)th path between TX antenna \( j \) and RX antenna \( i \), \( \mathbf{0}_N \) denotes a \( N \times 1 \) vector of zeros, \((\cdot)^T\) indicates a transpose and \( K \) denotes the length of the associated DFT and IDFT.

The time domain channel coefficient, \( h_{i,j,l} \), is a complex Gaussian\(^8\) random variable with zero mean and variance \( \xi_l^2 \), i.e. \( h_{i,j,l} \sim \mathcal{CN}\left(0, \xi_l^2\right) \), where \( \xi_l \) is the statistical average amplitude of the impulse response of the \( l \)th path, and \( \sum_{l=1}^{L} \xi_l^2 = 1 \). Thus, the multipath MIMO channel matrix with spatially uncorrelated entries,

\[
H = \begin{bmatrix}
H_{1,1} & \cdots & H_{1,N_T} \\
\vdots & \ddots & \vdots \\
H_{N_R,1} & \cdots & H_{N_R,N_T}
\end{bmatrix} \in \mathbb{C}^{N_R K \times N_T K},
\] (1)

where \( N_R \) and \( N_T \) denote the number of RX and TX antennas, respectively. It shall be assumed that \( N_R \geq N_T \). Furthermore, all the signals that have propagated through different paths face the same RX correlation matrix \( \mathbf{R} \in [0, 1]^{N_R \times N_R} \).

\(^8\)Notations \( z \sim \mathcal{N}(\mu, \sigma^2) \) and \( z \sim \mathcal{CN}(\mu, \sigma^2) \) stand for real and complex Gaussian random variables, respectively, where \( \mu \) and \( \sigma^2 \) denote the mean and variance, respectively.
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Fig. 1. Gray mapped PSK constellations. All constellation points lie on the unit circle and the Euclidean distance between two adjacent symbols is constant for each modulation. The symbol coordinates, \( \alpha_n, n = 1, \ldots, 8 \), of 8-PSK are used in soft symbol-to-bit demapping (see Table 1).

In the so-called “Kronecker model”, the spatial correlation matrix of a MIMO channel is represented as a Kronecker product of separate TX and RX correlation matrices [294]. Although this model has known deficiencies [295–297], it is analytically convenient. As will be later seen in Sect. 4.2.1, the MIMO channel’s approximated SINR distribution can take into account RX correlation, when the Kronecker model is assumed.

Consider two simple types of correlation. For equi-correlated matrices, all the off-diagonal elements of \( \mathbf{R} \) contain coefficients \( \rho \in [0, 1] \). In the case of exponential correlation,

\[
\mathbf{R} = \begin{bmatrix}
1 & \rho & \cdots & \rho^{N_k-1} \\
\rho & 1 & \cdots & \rho^{N_k-2} \\
& \ddots & \ddots & \ddots \\
& & \rho^{N_k-1} & \cdots & \rho & 1
\end{bmatrix} \in [0, 1]^{N_k \times N_k}.
\tag{2}
\]

Let \( \hat{\mathbf{R}} = \mathbf{R} \otimes \mathbf{I}_K \in [0, 1]^{N_k K \times N_k K} \), where \( \mathbf{I}_K \) is a \( K \times K \) identity matrix and \( \otimes \) denotes the Kronecker product. By Cholesky decomposition, \( \hat{\mathbf{R}} = \hat{\mathbf{R}}^T \hat{\mathbf{R}} \). \( \mathbf{P} \in [0, 1]^{N_r \times N_r} \) is the TX power matrix whose diagonals, \( P_j \), contain the antenna-wise TX powers. The powers are scaled such that \( P_{\text{tot}} = \sum_{j=1}^{N_r} P_j = 1 \). Let \( \mathbf{P} = \mathbf{P} \otimes \mathbf{I}_K \). The TX signal vector is denoted by \( \mathbf{x} = [\mathbf{x}_1^T, \ldots, \mathbf{x}_{N_r}^T]^T \), where the stream-wise symbols \( \mathbf{x}_j \in \mathcal{M}_j^{K \times 1} \), with \( \mathcal{M}_j \) denoting the modulation alphabet of the \( j \)th stream.

Using DFT and IDFT, \( \mathbf{H} \), which is composed of circulant submatrices, is transformed to an FD matrix that is composed of diagonal submatrices. The received signal is
expressed as
\[ r = R^\dagger H P^\dagger x + \eta = \bar{R}^\dagger \bar{R} P^\dagger \bar{\Phi} x + \eta \in \mathbb{C}^{N_k \times 1}, \] (3)

where the FD channel matrix,
\[
\Phi = \begin{bmatrix}
\Phi_{1,1} & \cdots & \Phi_{1,N_T} \\
\vdots & \ddots & \vdots \\
\Phi_{N_R,1} & \cdots & \Phi_{N_R,N_T}
\end{bmatrix} \in \mathbb{C}^{N_R K \times N_T K},
\] (4)
in which \( \Phi_{i,j} \) are the \( K \times K \) diagonal submatrices. \( \eta \in \mathbb{C}^{N_R K \times 1} \) is the independently and identically distributed (IID) Gaussian noise vector with zero mean and variance \( \sigma^2_{\eta} \), i.e., \( \eta \sim \mathcal{CN}(0, \sigma^2_{\eta} I_{N_R K}) \). \( F \in \mathbb{C}^{K \times K} \) is the unitary DFT matrix, whose elements,
\[
f_{k_1,k_2} = K^{-1/2} \exp \left(-j2\pi (k_1 - 1)(k_2 - 1)/K \right),
\]
with \( k_1, k_2 = 1, \ldots, K \), and \( j = \sqrt{-1} \). \( \bar{\Phi} \) is a block diagonal DFT matrix, \( \bar{\Phi}^{-1} = I_{N_T} \otimes \bar{\Phi}^{-1} \in \mathbb{C}^{N_R K \times N_R K} \), where the elements of the IDFT matrix \( \bar{\Phi}^{-1} \) are \( f_{k_1,k_2}^i = K^{-1/2} \exp(j2\pi (k_1 - 1)(k_2 - 1)/K) \), \( k_1, k_2 = 1, \ldots, K \). The Cholesky decomposition of \( \bar{R} \) is a triangular block matrix, whose submatrices are products of scalars and identity matrices. For such matrices, \( \bar{R}^{-1} \bar{R} \bar{R} = \bar{R} \). Similarly, \( \bar{\Phi}^{-1} \bar{\Phi} \bar{\Phi} = \bar{\Phi} \).

### 3.2 Frequency domain soft interference cancellation MMSE equaliser

The FD-SIC-MMSE equaliser considered in this thesis was previously the focus of Kansanen’s D.Sc. (Tech.) thesis [298]. The work was carried on, particularly in a MU scenario, in Karjalainen’s D.Sc. (Tech.) thesis [299]. For a more detailed treatment of the equaliser, the reader is referred to [120, 121] or to the two theses above, which also offer a comprehensive survey of advanced equalisation techniques. Throughout the thesis, perfect CSIR is assumed.

The receiver, depicted in Fig. 2, contains two iterative loops. In the outer loop, the turbo decoder operates in parallel with an FD-SIC-MMSE equaliser. The receiver performs a predetermined number of global (or outer) iterations between the equaliser and decoder. The second loop is within the decoder, which performs a fixed number of iterations before passing the soft output bits to the equaliser. Fig. 2 displays the receiver structure for horizontally encoded and MU-MIMO transmissions, where the parallel streams are decoded separately. For vertically encoded transmissions, the parallel spatial LLR streams are serialised after soft demapping, and again parallelised before soft symbol mapping.
For the symbols transmitted from the $j$th antenna, the equaliser output $\hat{x}_j \in \mathbb{C}^{K \times 1}$,\footnote{When $K \gg L$, the FD channel coefficients of neighbouring frequency bins are almost identical. Thus, in the calculation of $\beta_j$, it is sufficient to consider a $N_k K' \times N_k K'$ covariance matrix $\Sigma_{\text{FSD}}$, where the $K'$ frequency bins are evenly distributed across the signal’s frequency spectrum. Throughout the featured simulations, $K' = 32$.} 

$$\hat{x}_j = \frac{\text{avg} \left( \hat{x}_j \right)}{1 + \beta_j \text{avg} \left( \hat{x}_j \right)} \left( \tilde{r}^{-1} \Phi_j^\dagger \bar{R}^z \Sigma_{\text{FSD}}^{-1} \tilde{r}_{\text{FD}} + \beta_j \hat{x}_j \right),$$

(5) 

where $\text{avg} (\cdot)$ represents the mean of the scalar values of a vector, $(\cdot)^\dagger$ denotes the complex conjugate transpose, $\Phi_j \in \mathbb{C}^{N_k K \times K}$ denotes $\Phi$’s $j$th column of blocks, $\hat{x}_j = E \left[ x_j \right] \in \mathbb{C}^{K \times 1}$ is the soft symbol estimate vector with $E \{ \cdot \}$ denoting the expected value and $\tilde{r}_{\text{FD}} = \Delta r - \hat{R}^j \Phi \bar{P} \Sigma_{\text{FSD}}^{-1} \bar{r}_{\text{FD}} \hat{x} \in \mathbb{C}^{N_k K \times 1}$ is the FD residual vector after SIC. Then, let $\hat{x}_j = \begin{bmatrix} E \left[ |x_{j,1}|^2 \right] ; \ldots ; E \left[ |x_{j,K}|^2 \right] \end{bmatrix}^\dagger \in \mathbb{R}^{K \times 1}$ and $\tilde{x}_j = \begin{bmatrix} \hat{x}_j \end{bmatrix}^\dagger \in \mathbb{R}^{K \times 1}$, where $\hat{x}_{j,k}$ denotes the soft symbol estimate for the $j$th TX antenna at the $k$th frequency bin that is constructed from the decoder’s output LLRs. For $M_j$’s with normalised mean power, $\text{avg} (\hat{x}_j) = 1$.

The effective SINR,

$$\beta_j = \frac{1}{K} \text{tr} \left[ P_j \Phi_j^\dagger \bar{R}^z \Sigma_{\text{FSD}}^{-1} \bar{r}_{\text{FD}} \right],$$

(6) 

where $\text{tr} \{ \cdot \}$ is the trace of a matrix and $\Sigma_{\text{FSD}} = \sigma^2 \mathbb{I}_{N_k K} + \hat{R}^j \Phi \bar{P} \Delta \Phi^\dagger \hat{R}^z \in \mathbb{C}^{N_k K \times N_k K}$ is the covariance matrix of the FD residual vector after SIC\footnote{When $K \gg L$, the FD channel coefficients of neighbouring frequency bins are almost identical. Thus, in the calculation of $\beta_j$, it is sufficient to consider a $N_k K' \times N_k K'$ covariance matrix $\Sigma_{\text{FSD}}$, where the $K'$ frequency bins are evenly distributed across the signal’s frequency spectrum. Throughout the featured simulations, $K' = 32$.}. The residual interference energy is contained on the diagonals of $\Delta \in \{0,1\}^{N_k K \times N_k K}$,

$$\Delta = \text{diag} \left\{ (\text{avg} \left( \hat{x}_1 \right) - \text{avg} \left( \hat{x}_1 \right) ) 1_k, \ldots, (\text{avg} \left( \hat{x}_{N_k} \right) - \text{avg} \left( \hat{x}_{N_k} \right) ) 1_k \right\}$$

$$= \text{diag} \left\{ (1 - \text{avg} \left( \hat{x}_1 \right) ) 1_k, \ldots, (1 - \text{avg} \left( \hat{x}_{N_k} \right) ) 1_k \right\}.$$
where \( \text{diag} \{ \cdot \} \) transforms a \( NTK \)-length vector to a \( NTK \times NTK \) diagonal matrix and \( I_N \) denotes a \( N \times 1 \) vector of ones.

The MMSE filter outputs can be approximated as
\[
\hat{x}_{jk} = \mu_j x_{jk} + \omega, \tag{9}
\]
where
\[
\mu_j = \frac{\beta_j}{1 + \beta_j \left( 1 - \frac{1}{K} \text{tr}(\Lambda_j) \right)}, \tag{10}
\]
and \( \omega \sim \text{CN} \left( 0, \mu_j (1 - \mu_j) \right) \).

The soft symbols, \( \hat{x} \), need to be converted into soft bits, i.e. LLRs, \( L^{\text{do}} \), which after deinterleaving and depuncturing become decoder inputs, \( L^{\text{di}} \).\(^{10}\) After decoding, the soft bits, \( L^{\text{do}} \), are reinterleaved and repunctured to \( L^{\text{ei}} \), which are then converted into soft symbols, \( \hat{x} \), to be used in (5). The soft symbol-to-bit and bit-to-symbol conversion formulae are found in Tables 1 and 2, respectively.\(^{11}\) They are principally the same as those in [106], but slightly altered due to different mappings. Therefore, they are reproduced here. The real and imaginary parts of a complex number are denoted by \( \Re \{ \cdot \} \) and \( \Im \{ \cdot \} \), respectively.

The vertically encoded transmission is complemented by the inclusion of RR-HARQ. Two distinct options are considered. In the simpler one, only the latest received version of the packet is equalised during each global iteration cycle. In the more complex option, as proposed in [117], the different versions of the received packet are equalised separately during each global iteration cycle before they are combined. The processing gain arises from the enhanced quality of the decoder’s output LLRs. The latter method requires more memory, since the channel coefficients and received signal vectors of the previous transmissions need to be stored for future equalisation. Compared to the simpler option, the latter method is expected to reduce the FER, since the effective SINRs of the preceding transmissions are improved through SIC. The selection of the combination technique does not impact the transmitter, which in both cases only retransmits the original packet.

RR is performed at the input of the decoder. In the simpler RR scenario, the LLR values at the decoder input are obtained by summing the demapped, serialised,
### Table 1. Soft symbol-to-bit conversion.

<table>
<thead>
<tr>
<th>Modulation</th>
<th>Conversion formulae</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPSK</td>
<td>$\tilde{x}<em>{jk} = \frac{1}{2} \text{sgn} \left( \tilde{i}</em>{jk} \right)$.</td>
</tr>
<tr>
<td>QPSK</td>
<td>$\tilde{x}<em>{jk} = \frac{1}{2} \text{sgn} \left( \tilde{i}</em>{jk} \right)$, $\tilde{x}<em>{jk} = \frac{1}{2} \text{sgn} \left( \tilde{i}</em>{jk} \right)$, $\tilde{x}<em>{jk} = \frac{1}{2} \text{sgn} \left( \tilde{i}</em>{jk} \right)$.</td>
</tr>
<tr>
<td>8-PSK</td>
<td>$q_n^{jk} = 2 \frac{1}{\sqrt{P}} \text{Re} \left( \tilde{i}<em>{jk} a_n^{\ast} \right)$, $n = 1, \ldots, 8$, $\tilde{p}</em>{n}^{jk} = \frac{1}{\sqrt{P}} \text{Re} \left( \tilde{i}<em>{jk} a_n^{\ast} \right)$, $n = 1, \ldots, 3$, $L</em>{8,3k-1}^{\text{Re}} = \text{Re} \left( \tilde{i}<em>{jk} a_n^{\ast} \right)$, $L</em>{8,3k-1}^{\text{Im}} = \text{Im} \left( \tilde{i}<em>{jk} a_n^{\ast} \right)$, $L</em>{8,3k-1}^{\text{Re}} = \text{Re} \left( \tilde{i}<em>{jk} a_n^{\ast} \right)$, $L</em>{8,3k-1}^{\text{Im}} = \text{Im} \left( \tilde{i}_{jk} a_n^{\ast} \right)$.</td>
</tr>
</tbody>
</table>

### Table 2. Soft bit-to-symbol conversion.

<table>
<thead>
<tr>
<th>Modulation</th>
<th>Conversion formulae</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPSK</td>
<td>$\tilde{x}<em>{jk} = \text{tanh} \left( \frac{L</em>{BPSK}^{\text{Re}}}{4} \right)$.</td>
</tr>
<tr>
<td>QPSK</td>
<td>$\tilde{x}<em>{jk} = \frac{1}{2} \text{sgn} \left( \text{tanh} \left( \frac{L</em>{QPSK}^{\text{Re}}}{4} \right) + j \text{tanh} \left( \frac{L_{QPSK}^{\text{Im}}}{4} \right) \right)$.</td>
</tr>
<tr>
<td>8-PSK</td>
<td>$\tilde{x}<em>{jk} = \frac{1}{2} \text{sgn} \left( \text{tanh} \left( \frac{L</em>{8-PSK}^{\text{Re}}}{4} \right) + j \text{tanh} \left( \frac{L_{8-PSK}^{\text{Im}}}{4} \right) \right)$, $\tilde{x}<em>{jk} = \frac{1}{2} \text{sgn} \left( \text{tanh} \left( \frac{L</em>{8-PSK}^{\text{Re}}}{4} \right) + j \text{tanh} \left( \frac{L_{8-PSK}^{\text{Im}}}{4} \right) \right)$, $\tilde{x}<em>{jk} = \frac{1}{2} \text{sgn} \left( \text{tanh} \left( \frac{L</em>{8-PSK}^{\text{Re}}}{4} \right) + j \text{tanh} \left( \frac{L_{8-PSK}^{\text{Im}}}{4} \right) \right)$, $\tilde{x}<em>{jk} = \frac{1}{2} \text{sgn} \left( \text{tanh} \left( \frac{L</em>{8-PSK}^{\text{Re}}}{4} \right) + j \text{tanh} \left( \frac{L_{8-PSK}^{\text{Im}}}{4} \right) \right)$.</td>
</tr>
</tbody>
</table>
deinterleaved and depunctured LLRs from the latest equaliser output, $\bar{L}_{eo,w,d}$, with the ones from the last global iteration of the previous transmissions. The packet transmission and global iteration indices are denoted by $w$ and $d$, respectively. Since the $N_T$ parallel streams were serialised to a single stream, stream-wise indexing is omitted. Thus, the $n$th LLR at the decoder input

$$L_{di,w,d}^{n} = \begin{cases} 
\bar{L}_{eo,w,d}^n, & w = 1, \\
\bar{L}_{eo,w,d}^n + \sum_{u=1}^{w-1} \bar{L}_{eo,u,N_d}^n, & w \geq 2,
\end{cases}$$

(11)

where $L_{eo,w,d}^n$ is the $n$th demapped LLR of the equaliser output after serialisation, deinterleaving and depuncturing, and $N_d$ denotes the maximum number of global iterations. For the more complex RR-HARQ option, where each version of the received packet is equalised separately during each global iteration cycle, the $n$th LLR at the decoder input

$$L_{di,w,d}^{n} = \begin{cases} 
\bar{L}_{eo,w,d}^n, & w = 1, \\
\bar{L}_{eo,w,d}^n + \sum_{u=1}^{w-1} \bar{L}_{eo,u,N_d(w-u)+d}^n, & w \geq 2,
\end{cases}$$

(12)

Thus, the $u$th version of the received packet is equalised $N_d (w - u) + d$ times.
4 Semi-analytical receiver performance prediction

The core contribution of the thesis is featured in this chapter. Although a very specific equaliser is considered, the semi-analytical framework allows the same prediction method to be applied, at least in principle, with different MMSE filters and even with ZF filters, by utilising the PDFs developed in [167].

The papers that helped establish the framework for the convergence analysis of iterative receivers often assumed convolutional codes, e.g. [107–117, 140–146]. It is assumed here that the constituent decoders of the turbo decoder only exchange extrinsic information between each other and that there is no alternating activation scheduling between the equaliser and the constituent decoders. Therefore, the established convergence analysis framework can be used here. This also implies that convolutional codes would be a convenient channel coding option for the proposed performance prediction method. In [148, 149], RA codes, with the sum-product decoding algorithm, were successfully used to evaluate the convergence of iterative receivers. Naturally, LDPC codes would also merit consideration. In general, codes that can be described by factor graphs and decoded by belief propagation algorithms are strong candidates.

4.1 Mutual information transfer charts and convergence analysis

Mutual information transfer charts provide a neat way to visualise the convergence of an iterative decoder. The intersection point of the curves identifies the attainable level of mutual information, assuming that a sufficient number of iterations are performed. The turbo decoder inputs and outputs LLRs. Thus, it is necessary to establish a relation between the LLRs and mutual information. Consider the real-valued LLR vector

\[ \mathbf{L} = \frac{\sigma^2}{2} \mathbf{b} + \eta \in \mathbb{R}^{N_b \times 1}, \]  

(13)

where \( \mathbf{b} \in \{-1, 1\}^{N_b \times 1} \) contains the original \( N_b \) bits and \( \eta \sim \mathcal{N}(0_{N_b}, \sigma^2 I_{N_b}) \). Thus, \( \mathcal{L}_n \sim \mathcal{N} \left( \pm \sigma^2 / 2, \sigma^2 \right) \) satisfy the consistency condition [94], with the sign of \( \mathcal{L}_n \) being conditioned on the sign of \( b_n \).
Knowing the signs of the bits, the mutual information, $I_a \in [0, 1]$, can be calculated from the LLRs \([138]\),

$$I_a = \frac{1}{2} \sum_{q=\pm 1} \int_{-\infty}^{\infty} f_L(L \mid b = q) \log_2 \left( \frac{2f_L(L \mid b = q)}{f_L(L \mid b = -1) + f_L(L \mid b = 1)} \right) dL,$$

(14)

where $f_L(L \mid b = q)$ denotes the conditional PDF of the LLRs. Thus, $I_a$ and $\sigma_a$ are related through a bijective $J$-function, i.e. $I_a = J(\sigma_a)$ and $\sigma_a = J^{-1}(I_a)$. When the bit-sign-wise mean of the LLRs is half of their variance, $\sigma_a^2$, a convenient, approximate $J$-function and its inverse can be used \([300]\),

$$J(\sigma_a) \approx \left(1 - 2^{-H_1\sigma_a^2 H_3} \right)^{H_3},$$

(15a)

$$J^{-1}(I_a) \approx \left(-\frac{1}{H_1} \log_2 \left(1 - \frac{I_a}{H_3^2} \right) \right)^{\frac{1}{H_3}},$$

(15b)

where $H_1$, $H_2$ and $H_3$ depend on the chosen modulation and mapping. Table 3 lists them for BPSK and Gray-mapped versions of QPSK and 8-PSK.

Table 3. The parameters of the approximate $J$-function in (15a), Gray mapping (Modified from [73], © 2014 IEEE.)

<table>
<thead>
<tr>
<th>Modulation</th>
<th>$H_1$</th>
<th>$H_2$</th>
<th>$H_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPSK [300]</td>
<td>0.3073</td>
<td>0.8935</td>
<td>1.1064</td>
</tr>
<tr>
<td>QPSK [120, 298]</td>
<td>0.3073</td>
<td>0.8935</td>
<td>1.1064</td>
</tr>
<tr>
<td>8-PSK [120, 298]</td>
<td>0.2516</td>
<td>0.7274</td>
<td>1.2392</td>
</tr>
</tbody>
</table>

Before proceeding further, two notable weaknesses associated with the considered prediction method need to be pointed out. The considered receiver uses the a posteriori LLRs, after de/interleaving and de/puncturing, as inputs to the decoder and in soft symbol mapping, as it has been noted to lead to a better performance than the use of extrinsic information values \([119, 301–303]\). The difference in performance is usually slight in terms of SNR, but is sufficiently large at a particular SNR value for moderate FERs to warrant the use of a posteriori values. Thus, labelling the equaliser chart as an EXIT chart would be something of a misnomer. A bigger issue is that while semi-analytically evaluating the equaliser’s performance, the decoder’s bit-sign-wise conditioned feedback LLRs are assumed to be Gaussian distributed \([120]\). In reality, the joint distribution of the conditional a posteriori LLRs of the information and unpunctured parity bits at the output of a turbo decoder is not Gaussian. This deviation from the ideal, bit-sign-wise Gaussian densities also leads to suboptimal equaliser...
performance. This issue is circumvented by using the extrinsic information of the information bits, whose conditional LLR distribution is approximately Gaussian, as a performance metric. In other words, the decoder’s EXIT charts are considered, even though the receiver actually uses the a posteriori LLRs of the information and parity bits. Although this approach does not provide a completely accurate depiction of the receiver’s (possible) convergence, the chosen metric and approach are sensible and sufficiently accurate, as will be later illustrated in Fig. 3. Even though the decoder’s a posteriori LLRs are used in soft symbol mapping, the possible gain the equaliser enjoys in SIC is based on the extrinsic information provided by the decoder. If the decoder is unable to reduce the number of bit errors and produce extrinsic information, further attempts of SIC do not help.

A second issue is the distribution of the LLRs after soft symbol-to-bit demapping. The behaviour of an SIC-MMSE equaliser that operated as a part of a DS-CDMA system was studied in [114]. It was discovered that with BPSK and Gray-mapped QPSK, the LLRs at the demapper’s output approximately satisfy the assumption that the mean of the LLRs is half of their variance. Furthermore, it was observed that the distributions of the LLRs exchanged between the equaliser and decoder can be approximated as Gaussian, even though fading multipath channels were considered, as opposed to AWGN channels.

Here, 8-PSK is also considered, even though the demapper’s output LLR distribution does not reduce to a Gaussian density, although it is symmetric, thereby satisfying the consistency condition. This can be deduced intuitively from Fig. 1c. For the first two bit positions, all symbols containing either –1’s or 1’s lie on different half-planes. For any symbol, one of the neighbouring symbols has an opposite valued third bit. Therefore, the LLRs of the third bit are bound to have smaller absolute means than the LLRs of the first two bits. Thus, the joint LLR distribution cannot be reduced to a single Gaussian density. Nevertheless, Fig. 3 and the numerical results in Sect. 4.4 illustrate that the deviation from the ideal Gaussian density is not so severe that the approximation would become invalid.

Similarly to Table 3, $H_1$, $H_2$ and $H_3$ values for Gray-mapped 16-QAM can also be found in [120, 298]. However, during the preparation of this thesis it was observed that the distribution of the demapped LLRs significantly deviated from the Gaussian distribution assumed in the simulation of the decoder EXIT charts. Thus, the accuracy of the FER prediction was compromised: the predicted FER started to decrease at the proper SNR range, but the turbo cliff of the predicted FER curve was steeper than the
turbo cliff of the MC simulated curve. Thus, 16-QAM shall not be considered in this thesis. Other examples of the deficiencies of EXIT charts can be found in [132, 151].

Bearing this in mind, the decoder is viewed as a bijective function, which maps a certain a priori information value, $\tilde{I}_{apr, j} \in [0, 1]$, to a unique extrinsic information value, $\tilde{I}_{ext, j} \in [0, 1]$, for the information bits. MC simulations are required to find the corresponding pairs of $\tilde{I}_{apr, j}$ and $\tilde{I}_{ext, j}$ for different code rates. At this point, the analysis is deliberately detached from the actual performance of the receiver. Here $\tilde{I}_{ext, j}$ becomes a priori information for the equaliser, i.e. $\tilde{I}_{apr, j} = \tilde{I}_{ext, j}$, even though the genuine receiver uses the a posteriori LLRs of the information and unpunctured parity bits to calculate the soft symbol estimates, $\hat{x}$. The equaliser uses $\hat{x}$, associated with $\tilde{I}_{apr, j} = [\hat{I}_{apr, j}, \ldots, \hat{I}_{apr, N_T}] \in [0, 1]^{N_T \times 1}$ and the channel matrix to calculate its output soft symbol estimates, $\hat{x}$. These are soft demapped into LLRs, with mutual information level $\hat{I}_{apo, j}$, which subsequently become inputs for decoder, i.e. $\tilde{I}_{apr, j} = \hat{I}_{apo, j}$. Alternatively expressed,

$$\tilde{I}_{ext, j} = \tilde{g}_j (\tilde{I}_{apr, j}), \quad j = 1, \ldots, N_T,$$

(16a)

$$\hat{I}_{apo, j} (t) = \hat{g} (\tilde{I}_{apr, j}; R_j H(t) P_j^1; M_j, j = 1, \ldots, N_T).$$

(16b)

Since the equaliser output depends on the channel realisation $H(t)$, where $t$ is the discrete time index used to identify the realisations of the block fading channel matrix, $t$ is included in $\hat{g} (\cdot)$ and $\hat{I}_{apo, j} (t)$ in (16b), as are the antenna-wise modulation mappings $M_j$. The index $t$ was omitted in Chap. 3 for notational conciseness. The channel has no direct impact on the decoder’s performance; the decoder only sees variations in $I_{apr, j}$. The decoder’s mapping function, $\tilde{g}_j (\cdot)$, takes into account the stream-wise code rates, $R_j$. A successful convergence requires an open tunnel between the equaliser and decoder graphs for all pairs of $\tilde{I}_{apr, j} (t)$ and $\tilde{I}_{ext, j}$ on the horizontal axis of the mutual information transfer chart (see Figs. 3 and 10), i.e.

$$\hat{I}_{apo, j} (t) \geq I_{apr, j} + \epsilon,$$

(17)

where $\epsilon$ is a design variable used to ensure the openness of the tunnel. For practical reasons, which will become apparent in Sect. 4.3, it is desirable to move from the mutual information domain to the LLR variance domain. Since the $J$-function is monotonically increasing, the condition for a successful convergence in (17) can be, without loss of
generality, reformulated\(^{12}\) as
\[
\left[ J^{-1} (\hat{I}_{a,j}^\text{po} (t)) \right]^2 \geq \left[ J^{-1} (\hat{I}_{a,j}^\text{pp} + \epsilon) \right]^2, \tag{18}
\]
which is equivalent to
\[
\hat{\sigma}_{a,j}^2 (t) \geq \hat{\sigma}_{a,j}^2 + \hat{\epsilon}_{a,j}. \tag{19}
\]
This same approach can be used to predict the performance of linear receivers. The linear receiver can be viewed as a special case of the iterative receiver, which performs a single global iteration. For a successful convergence, the LLR variance at the equaliser output with no \textit{a priori} information, \(\hat{\sigma}_{a,j}^2 (t)\), must be above the entire decoder EXIT chart. When viewed from the horizontal axis, the decoder EXIT chart is at its highest when \(\hat{I}_{a,j}^\text{ext} \rightarrow 1\). The corresponding LLR variance value is denoted as \(\hat{\sigma}_{1,j}^2\). The convergence condition becomes
\[
\hat{\sigma}_{0,j}^2 (t) \geq \hat{\sigma}_{1,j}^2 + \hat{\epsilon}_{1,j}. \tag{20}
\]
Thus, in the context of a linear receiver, a successful decoding requires that the equaliser graph’s position at the left edge of the chart is above the decoder graph’s position at the right edge of the chart.

The accuracy of this approach is demonstrated in Fig. 3. It depicts two measured equaliser \textit{a posteriori} charts for a particular realisation of an uncorrelated \(2 \times 2\) Proakis-C\(^{13}\) multipath channel with a vertically encoded\(^{14}\) transmission. In the first scenario, QPSK and \(P_{\text{tot}}/\sigma_\eta^2 = -2\) dB were assumed, while in the second scenario, 8-PSK and \(P_{\text{tot}}/\sigma_\eta^2 = 4\) dB were assumed. 3GPP turbo codes of rates \(R_c = 1/3\) and \(R_c = 1/2\) were applied to the two scenarios, respectively. Their EXIT charts are also depicted. The receiver’s convergence is explored by using (14) to calculate the amount of \textit{a posteriori} mutual information at the output of the equaliser and the amount of extrinsic information from the information bits at the output of the decoder.

\(^{12}\) The mean-to-variance ratio of the decoder’s bit-sign-wise extrinsic LLRs is not generally \(\pm 1/2\) \([132]\). For the purposes of the analysis here, it suffices that the mean-to-variance ratio of the equaliser’s bit-sign-wise \textit{a posteriori} LLRs is approximately \(\pm 1/2\). The \(J\)-function can be used to transport the LLR variance to the mutual information domain. However, the requirement of an open convergence tunnel is valid in both domains. Therefore, transportation of the decoder’s EXIT graph to the LLR variance domain, by the use of the inverse \(J\)-function, serves the exact same purpose.

\(^{13}\) The statistical average amplitudes of the impulse responses, \(\xi = [0.227, 0.460, 0.688, 0.460, 0.227] \) \([193, \text{ Fig. 10.2-5(c)}]\).

\(^{14}\) In vertically encoded spatial multiplexing, a single data packet is transmitted across multiple antennas with equal power. Therefore, stream-wise index \(j\) can be dropped from the decoder’s \textit{a priori} and extrinsic information symbols.
4.2 Distribution of the effective SINR at the output of the equaliser/demapper

The distribution of the effective SINR, $\beta_j$, which was defined in (6), is approximated in two phases. In Sect. 4.2.1, a flat fading channel is assumed. This can be thought to represent a random frequency bin. Two different scenarios are considered. First, SISO and spatially uncorrelated SIMO channels are assumed. The second scenario considers an RX correlated MIMO channel. The method used with the RX correlated MIMO channel can also take into account SISO and spatially uncorrelated SIMO channels. In
where

\[ \text{var}(x) = \sigma_x^2 \]

In the case of an uncorrelated SIMO channel, (6) can be rewritten as

\[ N_s^{-1} \sum_{n=1}^{N_s} |\hat{x}|^2 \]

Let \( \hat{\theta} \) denote the mean and variance of the soft symbol powers \( |\hat{x}|^2 \), \( n = 1, \ldots, N_s \), respectively. The variance of the averaged samples, \( \text{var} \left( N_s^{-1} \sum_{n=1}^{N_s} |\hat{x}|^2 \right) = \sigma_{\theta}^2 / N_s \) [304, Sect. VI–3.1]. When \( N_s \to \infty \), \( \text{var} \left( N_s^{-1} \sum_{n=1}^{N_s} |\hat{x}|^2 \right) \to 0 \). Consequently, \( N_s^{-1} \sum_{n=1}^{N_s} |\hat{x}|^2 \to \mu_{\theta}^2 \). Hence, for large \( N_s \),

\[ \hat{\Delta}_a = N_s^{-1} \text{tr} \left( \hat{\Lambda}_a \right) = \text{avg} \left( 1_{\theta} - |\hat{x}|^2 \right), \quad |\hat{x}|^2 = \left[ |\hat{x}|^2, \ldots, |\hat{x}|^2 \right]^T, \]

provides an accurate mean of the residual interference energy after SIC with respect to \( I_a \).

**SISO and uncorrelated SIMO channels**

In the case of an uncorrelated SIMO channel, (6) can be rewritten as

\[ \hat{\beta} = \frac{1}{K} \sum_{k=1}^{K} \frac{\sum_{j=1}^{N_k} |\phi_{a,k}|^2}{\hat{\Lambda}_a \sum_{j=1}^{N_k} |\phi_{a,k}|^2 + \sigma_q^2}, \quad (21) \]

where \( \phi_{a,k} \) is the element on the \( k \)th column of the \( ik \)th row of an \( N_k \times K \) FD channel matrix \( \Phi \). The Fourier transform of a time series is a complex Gaussian, i.e. the real and imaginary parts of \( \phi_{a,k} \) have mean 0 and variance \( \sigma_{\phi,a,k}^2/2 \). \( |\phi_{a,k}|^2 \) follows an exponential distribution with mean \( \sigma_{\phi,a,k}^2 \) [305]. \( \phi_{a,k} \) are assumed to have a standard complex Gaussian distribution, i.e. the variance \( \sigma_{\phi,a,k}^2 = 1 \). It follows that the mean and variance of \( |\phi_{a,k}|^2 \) are both 1. Thus, the PDF of \( |\phi_{a,k}|^2 \) follows

\[ f_{|\phi_{a,k}|^2} \left( |\phi_{a,k}|^2 \right) = \exp \left( -|\phi_{a,k}|^2 \right). \]

Let \( \theta = \sum_{j=1}^{N_k} |\phi_{a,k}|^2 \). The sum of exponentially distributed variables follows the Erlang distribution.\(^{15}\)

\(^{15}\)The exponential and Erlang distributions are special cases of the gamma distribution. The PDF of \( \theta, f_\theta(\theta) = \theta^{\theta-1} \exp(-\theta) / \Gamma(\theta) \), where \( \Gamma(\theta) = \int_0^\infty \theta^{\theta-1} \exp(-\theta) \, d\theta \). Since \( N_k \) is a positive integer, \( \Gamma(\theta) = (\theta - 1)! \Gamma(\theta) \) is known as the gamma function.
Knowing the PDF of $\theta$, the PDF of the quotient within the summation in (21), denoted as $\hat{\beta}_k$, becomes

$$f_{\hat{\beta}_k}(\hat{\beta}_k) = \frac{\sigma^2}{(1 - \hat{\Delta}_a \hat{\beta}_k)^2} \left( \frac{\hat{\beta}_k \sigma^2}{1 - \hat{\Delta}_a \hat{\beta}_k} \right)^{N_k - 1} \exp \left( - \frac{\hat{\beta}_k \sigma^2}{1 - \hat{\Delta}_a \hat{\beta}_k} \right). \quad (22)$$

The derivation of (22) is detailed in Appendix 1. The mean $E[\hat{\beta}_k]$ and variance $\text{var}(\hat{\beta}_k)$ are obtained from the PDF. A comparison of MC simulated and analytical SINR distributions for SISO and uncorrelated $1 \times 2$ SIMO channels at $P_{\text{tot}}/\eta^2 = -2$ dB is featured in Fig. 4. In terms of SIC, the two extreme cases are considered. When $\hat{I}_{\text{apr}} a = 0$, $\hat{\Delta}_a = 1$, and when $\hat{I}_{\text{apr}} a \to 1$, $\hat{\Delta}_a \to 0$.

**Receive correlated MIMO channels**

As previously with SISO and uncorrelated SIMO channels, a particular frequency bin is considered. The effective SINR is examined from the perspective of a single TX antenna, as in (6). Let $\Psi_k \in \mathbb{C}^{N_R \times N_T}$ denote a matrix obtained by collecting the $k$th diagonals from the submatrices $\Phi_{i,j}$ in (4). Furthermore, let $\hat{\Delta}_a \in [0, 1]^{N_R \times N_T}$ denote the residual interference energy matrix, whose diagonal values are controlled on a stream-wise basis.
The effective SINR for the \( j \)th TX antenna in the \( k \)th frequency bin

\[
\hat{\beta}_{jk} = P_j \psi_{kj}^H \mathbf{R}^{\frac{1}{2}} \left( \sigma^2 \mathbf{I}_{N_a} + R^{\frac{1}{2}} \hat{\mathbf{A}}_{a} P \psi^H \mathbf{R}^{\frac{1}{2}} \right)^{-1} R^{\frac{1}{2}} \psi_j,
\]

where

\[
\hat{\beta}'_{jk} = \hat{\Lambda}_{a,j} P_j \psi_{kj}^H \mathbf{R}^{\frac{1}{2}} \left( \sigma^2 \mathbf{I}_{N_a} + R^{\frac{1}{2}} \hat{\mathbf{A}}_{a,-j} P_{-j} \psi_{-jk}^H \mathbf{R}^{\frac{1}{2}} \right)^{-1} R^{\frac{1}{2}} \psi_{j,k},
\]

\( \psi_{a,j} \in \mathbb{C}^{T_a \times 1} \) denotes the \( j \)th column of \( \psi_{k} \) and \( \psi_{-jk} \in \mathbb{C}^{T_a \times N_T-1} \) is \( \psi_{k} \) with the \( j \)th column removed. \( \hat{\Lambda}_{a,j} \) denotes the \( j \)th diagonal of \( \hat{\Lambda}_{a} \), while \( \hat{\Lambda}_{a,-j} \) denotes \( \hat{\Lambda}_{a} \) with the \( j \)th column and row removed. A detailed derivation of (24) is provided in Appendix 2.

The moment generating function (MGF) of \( \hat{\beta}'_{jk} \) is equivalent to the MGF of the difference of two correlated MIMO mutual information functions [167]. For large \( N_R \) and \( N_T \), the mutual information values are asymptotically Gaussian, and therefore their difference is also asymptotically Gaussian. The PDF, which is derived from the MGF, is very robust: it can accommodate different antenna-wise TX powers and RX correlation matrices.

\( \hat{\beta}'_{jk} \) represents a situation where the interference is comprised solely of CAI and/or CCI. Thus, the PDF of \( \hat{\beta}'_{jk} \) is only an intermediate step when the goal is to derive the PDF of \( \hat{\beta}_{jk} \). Utilising the PDF of \( \hat{\beta}'_{jk} \), the PDF of \( \hat{\beta}_{jk} \),

\[
f_{\hat{\beta}_{jk}}(\hat{\beta}_{jk}) = \frac{\hat{\Lambda}_{a,j}}{(1 - \hat{\Lambda}_{a,j} \hat{\beta}_{jk})^{2}} \frac{1}{\sqrt{2\pi}} \exp \left( \frac{1}{1 - \hat{\Lambda}_{a,j} \hat{\beta}_{jk}} - 1 \right) - I_{\text{erg}}(s_0) + I_{\text{erg}}(0) + \frac{v_1(s_0) + v_2(s_0)}{2}.
\]

The PDF of \( \hat{\beta}'_{jk} \) and the terms within (26) are detailed in Appendix 3. They are fundamentally the same as those in [167], but due to differences in notation and scaling, they are written out in full. For vertically encoded MIMO, \( \hat{\Lambda}_{a} = \hat{\Lambda}_{a} I_{N_T} \) and \( \mathbf{P} = N_T^{-1} I_{N_T} \).

Figs. 5 and 6 compare histograms drawn from \( 2 \cdot 10^6 \) samples to the PDFs given by (26). Fig. 5 considers a vertically encoded scenario, where the two TX antennas have equal power and both streams have the same \( \hat{\Lambda}_{a} \). The frequency-bin-wise SINR distribution is seen from the perspective of a single TX antenna. Fig. 6 considers a horizontally encoded \( 4 \times 4 \) system. The streams have varying power levels and differing \( \hat{\Lambda}_{a,j} \) terms corresponding to different levels of a priori information arriving from the decoder.
In both cases, the PDFs drawn from (26) closely match the experimentally formed histograms.

It should be noted that the described method can be utilised to form the SINR PDFs for frequency flat SISO and uncorrelated SIMO channels. However, this latter method is slower since $s_0$ needs to be uniquely solved for each point in the considered SINR range.

### 4.2.2 Averaged effective SINR distribution

With horizontal encoding, it is necessary to consider the stream-wise effective SINRs, $\hat{\beta}_j$. According to the CLT, the mean of sufficiently many independent random variables approaches the Gaussian distribution, regardless of the distributions of the variables. Thus, $\hat{\beta}_j$ is obtained by averaging $\hat{\beta}_{jk}$ over the frequency bins. A frequency diversity gain of $L$ is attained [63, Sect. 3.4.2]. Although the number of RX antennas and propagation paths may not be high enough for the CLT to hold tightly, it provides a means for approximating the first and second moments of the distribution. Thus, it

$$f_{E_{\beta}}(\hat{\beta})$$

Fig. 5. MC simulated ($2 \cdot 10^6$ samples) and approximated frequency-bin and TX-antenna-wise effective SINR distributions at the equaliser output for a $2 \times 2$ MIMO channel at $P_{\text{tot}}/\sigma_n^2 = 1$ dB. $P_j = 1/2$ and $\Delta_{\alpha,j} = \Delta_{\alpha}$, $j = 1, 2$, while $\rho$ was set to 0 and 0.75. ([73], © 2014 IEEE.)
is assumed that $\hat{\beta}_j \sim \mathcal{N}\left(\mathbb{E}\{\hat{\beta}_j\}, \text{var}(\hat{\beta}_j) / L\right)$, where $\mathbb{E}\{\hat{\beta}_{jk}\}$ and $\text{var}(\hat{\beta}_{jk})$ are obtained from (26) numerically.

With vertical encoding, $\hat{\beta}_{jk}$ are averaged over the TX antennas and frequency bins. Furthermore, $\bar{\Delta}_{a,j} = \bar{\Delta}_a$ and $P_j = N^{-1}_a$, $\forall j$. Thus, $\mathbb{E}\{\hat{\beta}_{jk}\} = \mathbb{E}\{\hat{\beta}_j\}$, $\forall j$. If there is no spatial correlation, $\mathbb{E}\{\hat{\beta}_j\}$ has a closed form solution,

$$\mathbb{E}\{\hat{\beta}_j\} = \frac{\sigma^2}{4\bar{\Delta}_a^2} \mathcal{F}\left(\frac{N_R \bar{\Delta}_a}{N_T \sigma^2}, \frac{N_T}{N_R}\right), \quad (27)$$

where $\mathcal{F}(\kappa_1, \kappa_2) = \left(\sqrt{\kappa_1} \left(1 + \sqrt{\kappa_2}\right)^2 + 1 - \sqrt{\kappa_1} \left(1 - \sqrt{\kappa_2}\right)^2 + 1\right)^2$. The derivation of (27) is presented in Appendix 4. For RX correlated channels, $\mathbb{E}\{\hat{\beta}_1\} = \mathbb{E}\{\hat{\beta}_{jk}\}$, along with $\text{var}(\hat{\beta}_{jk})$, is derived numerically from (26). In vertically encoded MIMO, averaging is done over the TX antennas as well as frequency bins. Thus, when the CLT is applied, $\hat{\beta} \sim \mathcal{N}\left(\mathbb{E}\{\hat{\beta}_1\}, \text{var}(\hat{\beta}_{jk}) / (N_T L)\right)$.

As can be seen from Figs. 5 and 6, RX correlation does not impact the accuracy of the PDFs. However, the PDFs become less symmetric in the presence of RX correlation.
particularly when $\hat{\Delta}_{a,1} \to 0$. Thus, correlation has a negative impact on the accuracy of $\hat{\beta}_j$ and $\hat{\beta}$, which are assumed to be Gaussian distributed. However, the results in Sect. 4.4 show that the proposed prediction method can withstand moderate RX correlation.

4.3 LLR variance distribution and FER prediction

The variance of the LLRs, $\hat{\sigma}^2_{a,j}$, can be derived from $\hat{\beta}_j$ [120],

$$\hat{\sigma}^2_{a,j} = \frac{4N_M\hat{\beta}_j}{1 - \hat{\Delta}_a\hat{\beta}_j},$$

(28)

where $N_M = 2$ for real modulations, i.e. BPSK, and $N_M = 1$ for complex modulations, i.e. QPSK and 8-PSK. Since the statistical distribution is considered, the transmission-wise index $t$ has been dropped. The PDF of $\hat{\sigma}^2_{a,j}$ can be derived from

$$f_{\hat{\sigma}^2_{a,j}}(\hat{\sigma}^2_{a,j}) \approx \frac{4N_M}{(4N_M + \hat{\Delta}_a\hat{\sigma}^2_{a,j})^2} \frac{1}{\sqrt{2\pi \text{var}(\hat{\beta}_j)}} \exp \left\{ -\frac{(\hat{\sigma}^2_{a,j} - E\{\hat{\beta}_j\})^2}{2\text{var}(\hat{\beta}_j)L} \right\},$$

(29)

A detailed derivation of (29) is presented in Appendix 5. Once the approximate PDF of $\hat{\sigma}^2_{a,j}$ is known, its mean, $E\{\hat{\sigma}^2_{a,j}\}$, and variance, $\text{var}(\hat{\sigma}^2_{a,j})$, can be obtained by numerical evaluation. For vertically encoded systems, $f_{\hat{\sigma}^2_{a,j}}(\hat{\sigma}^2_{a,j})$ is derived from $f_{\hat{\beta}}(\hat{\beta})$ the same way as in (29). The only difference is that $\text{var}(\hat{\beta}_{jk}/L)$ is replaced by $\text{var}(\hat{\beta}_{jk}/(N_TL))$.

When the first two moments of $\hat{\sigma}^2_{a,j}$ are known, familiar distributions can be used to approximate its PDF. It was empirically discovered that the Nakagami distribution [306], which is often chosen to model the fading in wireless multipath channels, e.g. [306, 307], is a reasonably close match of the measured LLR variance distribution at the demapper output. This step is similar to the asymptotic moment matching proposed in [157] and [164], where the MMSE filter’s output SINR distribution was approximated by the gamma and Gaussian distributions, respectively. Fig. 8 depicts a comparison of measured and approximated equaliser output LLR variance distributions for SISO and uncorrelated $1 \times 2$ SIMO channels at $P_{\text{tot}}/\sigma^2_{\eta} = -2$ dB, while Fig. 8 features a similar comparison for uncorrelated $2 \times 2$ and $4 \times 4$ channels with QPSK at $P_{\text{tot}}/\sigma^2_{\eta} = 1$ dB.

In [70, 71], SISO and uncorrelated SIMO channels, respectively, with equal strength average path gains were assumed. In addition to the Nakagami-approximation, a mixture of the Nakagami and inverse Gaussian distributions was considered. Since the predictions provided by the Nakagami and mixture distributions were close to each other, only the Nakagami-approximation shall be considered in this thesis.
Fig. 7. MC simulated (4 · 10^5 samples) and approximated Nakagami distributions of the variances of the equaliser output LLRs for SISO and uncorrelated 1×2 SIMO channels with QPSK at $P_{tot}/\sigma_\eta^2 = -2$ dB.

Fig. 8. MC simulated (4 · 10^5 samples) and approximated Nakagami distributions of the variances of the equaliser output LLRs for uncorrelated 2×2 and 4×4 channels with QPSK. $P_{tot}/\sigma_\eta^2 = 1$ dB, $P_j = 1/N_T$ and $\Delta a_j = \Delta a_j\forall j$. (Modified from [73], © 2014 IEEE.)
By using $\hat{\sigma}_a^2 + \tilde{\epsilon}_a$ from (19) as the boundary value, the Nakagami distribution’s CDF is used to estimate the probability that the equaliser and decoder charts of the $j$th stream intersect given any $\hat{\mathbf{I}}_{a|a}$. 

$$P_e(\hat{I}_a) = \frac{\gamma(m, \frac{m}{\Omega} (\hat{\sigma}_a^2 + \tilde{\epsilon}_a)^2)}{\Gamma(m)},$$  

(30)

where the shape, $m$, and spread, $\Omega$, parameters\(^{17}\) are derived by using $E\{\hat{\sigma}_a^2\}$ and $\text{var}\{\hat{\sigma}_a^2\}$ obtained from (29), and $\gamma(\cdot, \cdot)$ denotes the lower incomplete gamma function\(^{18}\).

The next step is to develop expressions for approximate FER in vertically and horizontally encoded systems\([57]\).

### 4.3.1 FER approximation for vertically encoded transmission with RR-HARQ

For vertically encoded or SISO/SIMO systems, where the decoder operates on a single stream, the approximate FER,

$$\overline{\text{FER}} = \max_{\hat{I}_a \in [0,1]} P_e(\hat{I}_a).$$  

(31)

The vertically encoded scenario is complemented by the inclusion of RR-HARQ. In block fading channels there is no correlation between bit-wise LLRs of successive retransmissions. Even in quasi-static channels, bit-wise correlation can be reduced by applying alternating interleaver patterns between time slots. By performing RR, as in (11), the convergence condition becomes

$$\hat{\sigma}_a^2(w) + \sum_{t=1}^{w-1} \hat{\sigma}_a^2(t) \geq \hat{\sigma}_a^2 + \tilde{\epsilon}_a, \quad \forall \hat{\sigma}_a^2(w); w \geq 2,$$

(32)

where $\hat{\sigma}_a^2(w)$ denotes the LLR variance at the equaliser output during the $w$th transmission of the packet, given equaliser $a$ priori information $\hat{\mathbf{I}}_{a|a}$. $\hat{\sigma}_a^2(t)$ denotes the demapper output’s LLR variance at the intersection of the equaliser and decoder charts for the $t$th transmission. Due to the slopes of the graphs (see Fig. 10), the intersection is

\(^{17}m = \frac{E\{\hat{\sigma}_a^2\}^2}{\text{var}\{\hat{\sigma}_a^2\}}, \Omega = E\{\hat{\sigma}_a^2\}^2.\)

\(^{18}\gamma(\kappa_1, \kappa_2) = \int_0^{\kappa_2} z^{\kappa_1-1} \exp(-z) dz.\)
likely to take place close to the left edge of the chart. Thus, (32) is approximated as
\[ \hat{\sigma}_a^2(w) + \sum_{t=1}^{w-1} \hat{\sigma}_0^2(t) \geq \hat{\sigma}_a^2 + \tilde{e}_a, \quad \forall \hat{\sigma}_a^2(w); w \geq 2, \quad (33) \]
where \( \hat{\sigma}_0^2(t) = J^{-1}\left( \hat{\sigma}_0^2\left( \hat{\rho}^\text{pr} = 0; \hat{R}\hat{H}(t)\hat{P}\right) \right) \). Since \( \hat{\sigma}_0^2(t) \) were assumed to be IID \( \forall t \), the mean and variance of the combined LLR variances on the left-hand side of the inequality in (33),
\[ E\left( \hat{\sigma}_a^2_{\text{RR}}, \tilde{\sigma}_a^2_{\text{RR}} \right) = E\left( \hat{\sigma}_a^2 \right) + (w - 1) E\left( \hat{\sigma}_0^2 \right), \quad (34a) \]
\[ \text{var}\left( \hat{\sigma}_a^2_{\text{RR}}, \tilde{\sigma}_a^2_{\text{RR}} \right) = \text{var}\left( \hat{\sigma}_a^2 \right) + (w - 1) \text{var}\left( \hat{\sigma}_0^2 \right), \quad (34b) \]

Figs. 9 and 10 depict the measured and predicted ergodic equaliser \textit{a posteriori} information transfer charts for a spatially uncorrelated 1 \times 4 SIMO channel and a 4 \times 4 exponentially RX correlated (\( \rho = 0.50 \)) 4 \times 4 MIMO channel, respectively. The SNRs of the SIMO and MIMO channels were -9 dB and -2 dB, respectively. The Proakis-C channel model was used in both cases. The measured equaliser charts were obtained by MC simulations, where 1000 packets were transmitted and then retransmitted, with each one arriving through a unique channel realisation. The predicted LLR variances at the output of the equaliser were obtained from (34a), after which the J-function was used to transport them to the mutual information domain. The turbo decoder EXIT chart for the code rate \( R_c = 1/2 \) is also included for reference.

It is worth noting that the equaliser charts in Fig. 10 have a steeper slope than those in Fig. 9. This is due to the fact that the MIMO channel introduces CAI, which can be cancelled out. In SISO and SIMO systems, the interference is entirely made up of ISI. Thus, MIMO systems gain more from SIC than SISO/SIMO systems. Although the ergodic equaliser charts do not reveal anything about the LLR variance distribution, they can be used to deduce that, at the considered SNRs and with \( R_c = 1/2 \), two retransmissions are required before an FER of 1/2, or slightly smaller, is attained.

For the more complex combining option from (12), where all previously received versions of the packet, along with the latest version, are separately equalised during each global iteration, the mean and variance of the summations on the left-hand side of (33) become
\[ E\left( \hat{\sigma}_a^2_{\text{RR}} \right) = wE\left( \hat{\sigma}_a^2 \right), \quad (35a) \]
\[ \text{var}\left( \hat{\sigma}_a^2_{\text{RR}} \right) = w\text{var}\left( \hat{\sigma}_a^2 \right), \quad (35b) \]
Fig. 9. The measured and predicted ergodic equaliser transfer charts of the initial transmission and three retransmissions for a spatially uncorrelated $1 \times 4$ Proakis-C multipath channel with QPSK at an SNR of $-9$ dB, and the turbo decoder EXIT chart for $R_c = 1/2$.

Fig. 10. The measured and predicted ergodic equaliser transfer charts of the initial transmission and three retransmissions for a $4 \times 4$ Proakis-C multipath channel with exponential RX correlation, $\rho = 0.50$, and QPSK, with SNR $-2$ dB, and the turbo decoder EXIT chart for $R_c = 1/2$. ([73], © 2014 IEEE.)
The accumulation of the LLR variances in (34a), (34b), (35a) and (35b) can be traced back to the SNR accumulation, which was already demonstrated in [215].

4.3.2 FER approximation for horizontally encoded transmission

In the case of a horizontally encoded or an MU-MIMO transmission, the FER of a particular stream depends on the degree of cancellation of the parallel streams. In order to simplify the computations, only the extreme cases are considered, i.e. $\hat{\Delta}_{a,j'} = 1$ and $\hat{\Delta}_{a,j'} \to 0, \forall j' \neq j$. Assume the following definitions,

$$
\hat{P}_{\epsilon 1}(\hat{I}_{apr a,1} | \hat{I}_{apr a,2} \setminus \hat{I}_{apr a,1}) = \max_{\hat{I}_{apr a,1} \in [0,1)} \hat{P}_{\epsilon 1}(\hat{I}_{apr a,1} | \hat{I}_{apr a,2} \setminus \hat{I}_{apr a,1}),
$$

(36a)

$$
\hat{P}_{\epsilon j}(\hat{I}_{apr a,1}, \hat{I}_{apr a,2} | \hat{I}_{apr a,1} \setminus (\hat{I}_{apr a,2} \setminus \hat{I}_{apr a,j})) = \max_{\hat{I}_{apr a,1} \in [0,1)} \hat{P}_{\epsilon j}(\hat{I}_{apr a,1} | \hat{I}_{apr a,2} \setminus \hat{I}_{apr a,j}).
$$

(36b)

The FER is calculated by forming a trellis of all the possible outcomes the iterative receiver can produce. In the simplest case of two spatial streams, the approximate FER of the first stream,

$$
\tilde{\text{FER}}_1 = \left[1 - \hat{P}_{\epsilon 2}(\hat{I}_{apr a,1}, \hat{I}_{apr a,2} \setminus (\hat{I}_{apr a,2} \setminus \hat{I}_{apr a,j})) \hat{P}_{\epsilon 1}(\hat{I}_{apr a,1} | \hat{I}_{apr a,2} \to 1) + \hat{P}_{\epsilon 2}(\hat{I}_{apr a,1}, \hat{I}_{apr a,2} \setminus (\hat{I}_{apr a,2} \setminus \hat{I}_{apr a,j})) \hat{P}_{\epsilon 1}(\hat{I}_{apr a,1} | \hat{I}_{apr a,2} = 0) \right].
$$

(37)

For $\tilde{\text{FER}}_2$, the stream-wise indices are flipped. The approximate FER formulae for three and four parallel spatial streams can be found in Appendix 6.

4.4 Numerical results

Some fundamental parameters that were used throughout all the presented simulations, also in Sect. 5.3, are listed in Table 4. Ideal error detection was assumed, while the turbo decoder utilised the linear-log-MAP approximation [81].

4.4.1 SISO and uncorrelated SIMO channels

Figs. 11 and 12 consider uncorrelated Proakis-B$^{19}$ and Proakis-C SISO channels, respectively. In both cases, 8-PSK, $R_c = 1/3$ and three retransmissions were assumed. In the predictions, the gamma distribution approximation from Sect. 4.2.1 was utilised

$^{19}$The statistical average amplitudes of the impulse responses, $\xi = [0.407, 0.815, 0.407]$ [193, Fig. 10.2-5(b)].
Table 4. Main simulation parameters (Modified from [73], © 2014 IEEE.)

<table>
<thead>
<tr>
<th>Simulation parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multipath channel model</td>
<td>Proakis-B, Proakis-C</td>
</tr>
<tr>
<td>Modulation</td>
<td>BPSK, QPSK, 8-PSK</td>
</tr>
<tr>
<td>Mapping</td>
<td>Gray</td>
</tr>
<tr>
<td>DFT length, $K$</td>
<td>512</td>
</tr>
<tr>
<td>Channel code</td>
<td>3GPP turbo code [64]</td>
</tr>
<tr>
<td>Rate matching</td>
<td>3GPP rate matching [64]</td>
</tr>
<tr>
<td>Decoder iterations</td>
<td>6</td>
</tr>
<tr>
<td>Global iterations, $N_d$</td>
<td>6</td>
</tr>
<tr>
<td>$\epsilon$, from (17)</td>
<td>0.02</td>
</tr>
<tr>
<td>Transmitted packets</td>
<td>$10^5$</td>
</tr>
</tbody>
</table>

to evaluate the effective SINR distribution at a random frequency bin. As was pointed out at the end of Sect. 4.2.1, the more general method that is used to approximate the effective SINR distributions of MIMO channels can also be used to approximate the SINR distributions of SISO and uncorrelated SIMO channels. However, the gamma distribution method is computationally faster. The two different RR-HARQ combining options from (11) and (12) are also considered. As the interference is solely comprised of ISI, noise is the dominant term in the effective SINR. Thus, there is relatively little gain to be had from the equalisation of all the transmitted blocks. The FER graph of the initial transmission is taken from the simpler MC simulation case, where the receiver equalises only the latest received packet. Since the differences between the schemes only become apparent with retransmissions, the FER graphs of the initial transmission would effectively overlap.

In Fig. 11 there is occasionally a 1 dB separation between the predicted and simulated FER graphs of the initial transmission, while in Fig. 12 the curves almost overlap. This is due to the difference in the number of separable channel taps. The Proakis-B channel model has three taps, while the Proakis-C model has five. When there are more channel taps, the frequency diversity increases and the CLT approximation made in Sect. 4.2.2 holds more tightly. Thus, from the prediction perspective, scenarios where there are only two or three separable channel taps are particularly difficult. For flat fading channels, the CLT need not be invoked. It can also be noted that the receiver performs slightly more effectively with the Proakis-C channel than with the Proakis-B channel. This gain, which for much of the time remains slightly below 1 dB, can be attributed to the increase in frequency diversity.
Fig. 11. The measured and predicted FERs of the initial transmission and three RR-HARQ retransmissions assuming the equalisation of only the latest transmitted packet or all the transmitted packets. An uncorrelated SISO Proakis-B channel with 8-PSK and $R_c = 1/3$ was considered.

Fig. 12. The measured and predicted FERs of the initial transmission and three RR-HARQ retransmissions assuming the equalisation of only the latest transmitted packet or all the transmitted packets. An uncorrelated SISO Proakis-C channel with 8-PSK and $R_c = 1/3$ was considered.
Fig. 13. The measured and predicted FERs of the initial transmission and three RR-HARQ retransmissions assuming the equalisation of only the latest transmitted packet or all the transmitted packets. An uncorrelated $1 \times 4$ Proakis-B SIMO channel with QPSK and $R_c = 1/2$ was considered.

$1 \times 4$ Proakis-B and Proakis-C SIMO channels, with QPSK, $R_c = 1/2$ and three retransmissions, were considered in Figs. 13 and 14, respectively. In both figures, fairly large discrepancies can be observed between the measurements and predictions in the high FER region. In terms of SNR, the differences can be almost 1 dB. Nevertheless, the proposed method accurately predicts the positions of the turbo cliffs.

By comparing Figs. 11 and 12 to Figs. 13 and 14, one can examine the significance of the channel delay profile. In Fig. 11, which assumed a Proakis-B SISO channel, a 1 dB gap could be occasionally seen between the measured and predicted FER graphs of the initial transmission. In Fig. 12, which assumed a Proakis-C SISO channel, the corresponding graphs were closely matched. When four RX antennas are involved, the channel delay profile becomes less of a factor. In Fig. 13 the measured and predicted FER graphs start to diverge at $10^{-2}$, but above that point the prediction has approximately the same level of accuracy as the prediction in Fig. 14. This can be traced back to the CLT approximation made in Sect. 4.2.2. It could already be seen from Fig. 4 that the effective SINR distributions have “more Gaussian” shapes when two RX antennas are involved. Thus, when the involved frequency-bin-wise effective SINR distributions are more Gaussian, the CLT approximation holds more tightly.
Like previously in the SISO case, the receiver benefits from a more frequency-selective channel. However, when spatial diversity is introduced, the impact of frequency diversity is reduced. This time, the added frequency diversity brings less than a 0.5 dB gain. As before, relatively little gain is to be had from the equalisation of all transmitted packets. In fact, the more complex equalisation scheme seems to suffer performance degradation at low FERs.

### 4.4.2 Vertically encoded MIMO transmission

A vertically encoded $2 \times 2$ scenario, with the Proakis-C channel, $\rho = 0.50$, 8-PSK, $R_c = 1/3$ and three RR-HARQ retransmissions is considered in Fig. 15. Since a second TX antenna is introduced, the effective SINR PDF from (26) is utilised in the prediction. The inclusion of a second TX antenna also means that the interference is now composed of ISI and CAI. Hence, unlike in the case of a single TX antenna, the receiver experiences a noticeable, approximately 1 dB gain from the iterative equalisation of each transmitted packet. Like in the preceding section, the FER graph of the initial
transmission is drawn from the simulation data involving the simpler RR-HARQ option, where only the latest version of the packet was equalised.

### 4.4.3 Horizontally encoded MIMO transmission

Fig. 16 depicts the FERs of a horizontally encoded scenario, where two TX antennas were employed and the Proakis-C channel model was assumed. The first stream employed $P_1 = 2/3$, 8-PSK and $R_{c,1} = 1/3$, while the second stream employed $P_2 = 1/3$, QPSK and $R_{c,2} = 1/2$. The FERs for $N_R = 2$ and $N_R = 3$ are depicted, and $R = I_{N_R}$. The parameters are otherwise the same in Fig. 17, but exponential RX correlation, with $\rho = 0.70$, was introduced. For $N_R = 2$, this is equivalent to equicorrelation. It can be inferred from Fig. 17 that the prediction method can take into account moderate RX correlation.

Figs. 18 and 19 depict the FERs of a horizontally encoded $4 \times 4$ system, where the Proakis-B and Proakis-C channel models were considered, respectively. In both cases, exponential RX correlation, with $\rho = 0.70$, was assumed. Different TX powers,
Fig. 16. The measured and predicted FERs of horizontally encoded transmission in uncorrelated $2 \times 2$ and $2 \times 3$ Proakis-C channels. Stream 1 employed $P_1 = 2/3$, 8-PSK and $R_{c,1} = 1/3$, while stream 2 employed $P_2 = 1/3$, QPSK and $R_{c,2} = 1/2$. (Modified from [73], © 2014 IEEE.)

Fig. 17. The measured and predicted FERs of horizontally encoded transmission in exponentially RX correlated $2 \times 2$ and $2 \times 3$ Proakis-C channels, with $\rho = 0.70$. Stream 1 employed $P_1 = 2/3$, 8-PSK and $R_{c,1} = 1/3$, while stream 2 employed $P_2 = 1/3$, QPSK and $R_{c,2} = 1/2$. (Modified from [73], © 2014 IEEE.)
Fig. 18. The measured and predicted FERs of a horizontally encoded transmission in an exponentially RX correlated $4 \times 4$ Proakis-B channel, with $\rho = 0.70$. Stream 1 employed $P_1 = 0.20$, BPSK and $R_{c,1} = 1/3$; stream 2 employed $P_2 = 0.35$, QPSK and $R_{c,2} = 1/2$; stream 3 employed $P_3 = 0.30$, 8-PSK and $R_{c,3} = 2/5$; while stream 4 employed $P_4 = 0.15$, QPSK and $R_{c,4} = 3/5$.

The stream-wise turbo cliffs occur at different SNR ranges. At high SNRs, the “weaker” streams benefit from the equaliser’s ability to cancel out the interference caused by the “stronger” streams.\textsuperscript{20} Therefore, the FER curves are relatively tightly grouped.

As was already noted in Sect. 4.4.1 with SISO channels (Figs. 11 and 12), the CLT approximation in the prediction procedure holds more tightly when the number of channel taps increases. In Fig. 19, the differences between the simulated and predicted curves remain smaller than 1 dB even with FERs as low as $10^{-2}$. In Fig. 18, the simulated and predicted curves are closely matched at FER $10^{-1}$. However, at $10^{-2}$, the differences are more pronounced than in the Proakis-C scenario. For the first stream, the difference at this point is approximately 2 dB, and approximately 1 dB for the other streams. Like previously in the uncorrelated $1 \times 4$ scenario (Figs. 13 and 14), the frequency diversity

\textsuperscript{20}The terms “weak” and “strong” refer to the receiver’s capability of recovering the stream-wise data, which factors in the modulation and coding, in addition to the stream-wise power.
Fig. 19. The measured and predicted FERs of a horizontally encoded transmission in an exponentially RX correlated $4 \times 4$ Proakis-C channel, with $\rho = 0.70$. Stream 1 employed $P_1 = 0.20$, BPSK and $R_{c,1} = 1/3$; stream 2 employed $P_2 = 0.35$, QPSK and $R_{c,2} = 1/2$; stream 3 employed $P_3 = 0.30$, 8-PSK and $R_{c,3} = 2/5$; while stream 4 employed $P_4 = 0.15$, QPSK and $R_{c,4} = 3/5$. (Modified from [73], © 2014 IEEE.)

gain between the Proakis-B and Proakis-C channel models is usually slightly below 0.5 dB.

Fig. 20 assumes the Proakis-C channel model and the exact same stream-wise parameters as before, but in this case the receiver is linear and does not perform iterative SIC. Therefore, the FER curves are not as tightly grouped as in Fig 19. The performance of the strongest stream is approximately the same in both scenarios. The weakest streams are the biggest beneficiaries from SIC.

As was noted in Sect. 4.3.2, the FER prediction for horizontally encoded transmission does not take into account SIC—only the extreme cases of no cancellation and near full cancellation. Also, a prediction error for a single stream negatively impacts the prediction accuracy of the adjoining streams. Nevertheless, in Figs. 16, 17 and 19, which assumed the Proakis-C channel, there is a smaller than 1 dB difference between the predicted and MC simulation results even down to FER levels of $10^{-2}$. It should also be noted that for SISO/SIMO and vertically encoded MIMO scenarios, such accuracy is sometimes maintained with FERs even below that point.
4.5 Summary and discussion

This chapter has demonstrated how the mutual information transfer charts can be used to extend conventional system performance analysis from uncoded linear receivers to iterative receivers that employ FEC and HARQ techniques. By evaluating the SINR distribution at the output of an FD-SIC-MMSE equaliser, it is possible to approximate the LLR variance distribution at the input of a turbo decoder. By comparing that distribution to a fixed boundary value, which is set by the decoder’s EXIT chart, an approximate FER is obtained. The scheme is robust and can be applied to horizontally and vertically encoded transmissions. In the case of horizontal encoding, the parallel streams may have different powers and employ different code rates and levels of PSK. This scenario is similar to an MU-MIMO set-up, assuming that the user-wise channels contain the same number of channel taps. Since the LLR distributions are considered on a stream-by-stream basis, the prediction method can take into account delay profiles with different numbers of taps. For vertically encoded transmissions, backward error control in the form of RR-HARQ was also considered.
The proposed prediction method shares no common operational blocks with the system simulation model. Only the computation of the decoder EXIT charts require MC computer simulations, but those can be performed off-line. Nevertheless, the prediction method can take into account several different parameters and still produce FER graphs that are close to the simulated graphs, even with FERs as low as $10^{-2}$. Although simple RX correlation models were assumed, the equations in Appendix 3 demonstrate that the PDF of the effective SINR only requires the eigenvalues of the RX correlation matrix.

When a single RX antenna and few channel taps are assumed, the prediction method is susceptible to error. The predictions become more reliable when a second RX antenna is added or a more frequency-selective channel is considered. Numerical computer simulations suggest that the prediction method is reasonably accurate for a tapped delay line model with three separable taps. In general, the difference between the simulated and predicted FER curves is very small in the $P_{\text{tot}}/\sigma_n^2$ domain above FER levels of $10^{-1}$. Even at $10^{-2}$, the difference is usually smaller than 1 dB. At such low FERs, the difference would be almost negligible in terms of throughput. In the high FER region, the difference between the simulation and prediction can be larger than $10^{-1}$. Due to the logarithmic scaling and the steepness of the turbo cliffs, the differences are not always evident. The differences are explained by the fact that the LLR variance distribution does not actually follow the Nakagami distribution, which is only a convenient approximation. The prediction method can take into account moderate RX correlation. With heavily correlated channels, the accuracy is decreased.

At high SNRs, above 10 dB, the means and variances of the considered distributions become very large. This makes it more difficult to numerically evaluate the associated integrals both quickly and accurately. An accurate numerical integration combines a wide integration interval with dense sampling, which quickly increases the number of computations. The reason why some of the predicted FER curves behave aberrantly at high SNRs is probably due to inaccurately evaluated integrals.

The proposed method is not advocated as a complete substitute for detailed MC computer simulations. The prediction method is computationally much faster than the detailed simulation model to which it was compared. Thus, in some cases the proposed semi-analytical performance prediction method can be a useful tool when analysing the behaviour of complex iterative receivers. While it took the MC simulator days, or even a couple of weeks with the RR-HARQ simulations, to produce results, it took the prediction method only hours, or seconds in the case of SISO and uncorrelated SIMO channels, to provide the corresponding results.
5 Link adaptation

The channel model, as described in Sect. 3.1, assumed that the channel coefficients remain constant within a transmitted block, but are independent between blocks. Therefore, instantaneous effective SINR would not provide reliable CSI. Hence, statistical LA schemes are needed. Sect. 4.1 established how the mutual information transfer charts can be used to predict the performance of an iterative receiver. In a change of perspective, the positions of the equaliser and decoder charts can be manipulated in such a manner that a target FER is obtained. Assuming a singular channel realisation, the equaliser chart’s position is determined by the TX power and modulation, while the decoder chart’s position depends only on the applied code rate and is independent of the channel realisation.

Similarly to Sects. 4.3.1 and 4.3.2, this chapter develops LA schemes for vertically and horizontally encoded systems. Two schemes are presented for both scenarios: in TX power adaptation, the modulation and code rate are fixed, while the AMC schemes assume fixed TX power. Combining AMC with TX power adaptation is perfectly feasible, but as was pointed out in [203], relatively little spectral efficiency is lost with fixed TX power or rate. For vertically encoded systems, the TX power optimisation and AMC methods are complemented by adaptive RR-HARQ and IR-HARQ schemes, respectively. Since numerical evaluations are required in the derivation of the approximate LLR variance distribution at the equaliser output, the optimisation needs to be performed iteratively. Therefore, it is impossible to determine an exact target FER. Thus, a target FER region is defined, whose upper and lower limits are denoted by $\overline{FER}_U$ and $\underline{FER}_L$, respectively.

For MIMO transmissions, due to the shapes of the transfer charts, the probability of intersection is usually at its maximum between $\tilde{I}_{\text{ext}} \in [0.25, 0.4]$ (see Figs. 3 and 10). In order to reduce the number of computations during the adaptation process, the FER will be approximated at a single point. An experimentally determined value, $\tilde{I}_{\text{opt}} = \tilde{I}_{\text{ext}} = 0.35$, is used. However, the intersection probability is not always at its maximum at this point. When also taking into consideration the potential mismatch between the prediction and MC computer simulations, the proposed LA methods occasionally produce FERs that are above the target. With SISO and SIMO transmissions, the received signal does not suffer from CAI. As was illustrated in Figs. 9 and 10, the
benefit from SIC is smaller than with multiple TX antennas. Hence, the equaliser charts have a smaller slope and the probability of an intersection is at its maximum at the right edge of the chart. Thus, when adapting the transmission parameters for SISO and SIMO systems, point $I_{opt}^\text{apr} \rightarrow 1$ will be considered. The matching SIC coefficients, $\hat{\Delta}_{opt}$, are determined in the same manner as in the beginning of Sect. 4.2.1.

5.1 Vertically encoded systems

LA is a relatively simple process for vertically encoded and SISO/SIMO systems. A single equaliser chart and a single decoder chart need to be considered. The transmitter determines how many antennas shall be employed. TX power is distributed evenly across the active antennas, denoted by $N_T^\text{act} \leq N_T$. The TX power control and AMC schemes are complemented by adaptive RR-HARQ and IR-HARQ strategies, respectively. The proposed adaptive HARQ schemes do not target a particular PDP.

Since the receiver does not know the original bit sequence, it cannot use (14) to calculate the level of mutual information from the LLRs. However, if the LLRs are IID for all bit positions, mutual information can be calculated from the absolute LLR values without using histograms [308]. As was pointed out in Sect. 4.1, for 8-PSK the LLR distributions are not identical for all bit positions. For such cases, the method in [308] would require the forming of histograms for statistically different bit positions.

The proposed feedback will still use absolute LLRs, but it will overcome the need of forming histograms by using modulation-wise LUTs. Although this is only an issue for 8-PSK, an LUT is also made for BPSK/QPSK. The receiver measures the average of the absolute demapped LLRs after the first instance of equalisation, $\text{avg}(\|L^{n,w,1}\|)$. A more accurate reflection of the channel quality is obtained when there is no a priori information from the decoder. If the receiver is unable to recover the original packet, it finds $\hat{\sigma}^2_{fb}$ that matches $\text{avg}(\|L^{n,w,1}\|)$ from the LUT. The value of $\hat{\sigma}^2_{fb}$, when transported to the mutual information domain through the use of the $J$-function, approximately determines the position of the equaliser chart for that particular channel realisation. It is assumed that the feedback channel does not induce errors. Since the successive channel realisations are temporally uncorrelated, feedback delay is inconsequential. The transmitter then utilises $\hat{\sigma}^2_{fb}$ to optimise the power of the retransmitted packet and the

---

21In [282], a similar reliability metric was averaged from the absolute values of information-bit-wise a posteriori LLRs of a MAP decoder that operated on convolutionally encoded codewords. Based on the metric, a “virtual” code rate and upper and lower bounds for FER were obtained semi-analytically.
number of additional parity bits for RR-HARQ and IR-HARQ, respectively. Fig. 21 presents the $\sigma_{fb}^2$ and $\text{avg}(L)$ pairings for a given $I_a$.

The proposed adaptive HARQ techniques assume that all the HARQ packets related to the original packet are equalised at each global iteration, as described in [117]. For the RR-HARQ case, the summation was given in (12). The reasoning behind this strategy is due to the fact that the initial transmission is always the most important one. First, consider the RR-HARQ scenario. Assuming that $\text{FER}_U < 1/2$ and that the transmitter can afford to scale back its TX power from the maximum, the initial version of the packet has the best effective SINR at the equaliser output. This also means that the interference level is higher for the initial transmission than for the retransmissions, where TX power is further reduced and noise dominates the effective SINR. Thus, the initial version of the packet gains more from SIC than the retransmissions.

With the IR-HARQ scheme, the initial packet already contains all the information bits. Subsequent IR transmissions are reserved for additional parity bits that were initially punctured. By equalising the initial packet during each global iteration of subsequent IR transmissions, the quality of the information bits entering the decoder is enhanced. If only the latest packet was equalised, only the quality of a small fraction of the parity bit LLRs would be enhanced.
5.1.1 Power adaptation and RR-HARQ for vertically encoded systems

In the proposed TX power adaptation scheme, the modulation and code rate are fixed. Therefore, the position of the decoder’s EXIT chart is stationary. The matching decoder LLR variance is determined from the decoder EXIT charts, i.e. \( \sigma_{\text{opt}}^2 + \bar{\epsilon}_{\text{opt}} = \left[ J^{-1} \left( \hat{g}^{-1} \left( \frac{\text{FER}}{\text{FER}_L} = 0.35 \right) + \epsilon \right) \right]^2 \). Since the exact channel realisation is not known in advance, the goal is to manipulate the equaliser chart’s distribution through TX power adaptation such that \( \text{FER}_L < \text{FER}_R < \text{FER}_U \). The transmitter can adjust the number of active TX antennas, \( N_T^{\text{act}} \), and the level of applied TX power, \( P_{\text{opt}} \). The maximum TX power \( P_{\text{max}} = \sum_{j=1}^{N_T^{\text{act}}} P_{\text{max},j} = 1 \). For vertically encoded systems, \( P_{\text{max},j} = 1/N_T^{\text{act}}, j = 1, \ldots, N_T^{\text{act}} \).

Procedure A1: TX power control for vertically encoded systems

A1-1 Determining the number of active TX antennas: The transmitter executes the FER prediction procedure described in Sects. 4.2 and 4.3 assuming the appropriate modulation order and code rate while going through \( N_T^{\text{act}} = 1, \ldots, N_T \), active TX antennas to see whether it can reach the target FER. The antenna-wise TX power allocation is \( P_{\text{act}} = 1/N_T^{\text{act}}, j = 1, \ldots, N_T^{\text{act}} \). If the transmitter cannot reach the target FER with \( N_T^{\text{act}} = 1 \), it skips the rest of Procedure A1 and transmits with \( N_T^{\text{act}} = 1 \) and \( P_{\text{max},1} = P_{\text{max}} \). If the target FER is reached, the transmitter picks the largest \( N_T^{\text{act}} \) with which it managed to attain the target and executes the remaining steps of Procedure A1.

A1-2 Rough SNR optimisation: By combining (27) and (28) and adding a scalable power, \( P_{\text{opt}} \),

\[
\frac{\sigma_{\eta}^2}{4N_M + \Delta_{\text{opt}}^2} = \frac{\sigma_{\eta}^2}{\Delta_{\text{opt}}^2 P_{\text{opt}}} \left( \frac{N_k \Delta_{\text{opt}} P_{\text{opt}}}{N_T^{\text{act}} \sigma_{\eta}^2} \right). \tag{38}
\]

Since (27) gives the mean SINR of an uncorrelated channel, the FER for an uncorrelated channel with an SNR of \( P_{\text{opt}}/\sigma_{\eta}^2 \), where \( P_{\text{opt}} \) satisfies (38), is approximately 1/2.

A1-3 Fine SNR optimisation: Starting with \( P_{\text{opt}} \) obtained in Step A1-2, the FER prediction procedure from Sects. 4.2 and 4.3 is repeated and \( P_{\text{opt}} \) is iteratively adjusted until the target FER region is reached.
A1-4 **Power adaptation:** The transmitter adjusts the antenna-wise power,

\[ P_j = \min \left( \frac{P_{\text{max}}, P_{\text{opt}}}{N_T} \right), \quad j = 1, \ldots, N_T^{\text{act}}. \] (39)

For fading channels with Gaussian noise, without channel-coefficient-wise CSIT and perfect CSIR, constant power allocation is capacity-wise the optimal strategy [309]. Since the assumed CSIT is time- and space-invariant, all new packets shall be transmitted with constant power. If the \( w \)-th version of the packet is received unsuccessfully, the following adaptive RR-HARQ scheme is initiated.

**Procedure A2:** TX power control for RR-HARQ retransmissions

A2-1 **Feedback from the receiver:** Feedback from the \( w \)-th transmission, \( \hat{\sigma}_w^2 \), derived from 

\[ (N_{\text{act}} T) \log_2 (M) - \sum_{n=1}^{N_{\text{act}} T} \sum_{u=1}^{w-1} L_{\text{eo},u,N_{\text{act}}(w-u)+1} \] through the use of the LUT (see Fig. 21), is sent to the transmitter. Note that the feedback computation discards the positions of the punctured parity bits, unlike (12). When \( w = 1 \), the sum term does not exist.

A2-2 **Determining the power of the retransmitted packets:** The asymptotic effective SINR formula (27) is applied again,

\[ \frac{\hat{\sigma}_w^2 + \hat{\epsilon} - \hat{\sigma}_{\text{fb},w}^2}{4N_M + \hat{\lambda}_{\text{opt}} \left( \frac{\hat{\sigma}_w^2 + \hat{\epsilon} - \hat{\sigma}_{\text{fb},w}^2}{4\hat{\lambda}_{\text{opt}}^2 P_{\text{RR}}^{(w+1)}} \right)} = \frac{\sigma_q^2}{4N_M + \hat{\lambda}_{\text{opt}} \left( \frac{\hat{\sigma}_w^2 + \hat{\epsilon} - \hat{\sigma}_{\text{fb},w}^2}{4\hat{\lambda}_{\text{opt}}^2 P_{\text{RR}}^{(w+1)}} \right)} \left( \frac{N_R \hat{\Delta}_{\text{opt}} P_{\text{RR}}^{(w)}}{N_T^{\text{act}}} \right). \] (40)

The TX power allocated to the \((w+1)\)-th transmission, i.e. the \( w \)-th retransmission, is found by solving (40). It is possible that \( \hat{\sigma}_{\text{fb},w}^2 > \hat{\sigma}_w^2 + \hat{\epsilon} \), which leads to \( P_{\text{RR}}^{(w+1)} < 0 \). Since the decoder deals with finite-length code words, it cannot always exploit the gap, even with \( \epsilon > 0 \). Therefore, the antenna-wise TX power of the \((w+1)\)-th transmission of the packet,

\[ P_{\text{RR},j}^{(w+1)} = \max \left( \frac{Q_{\text{min}}^{(w+1)} P_{\text{opt}}}{N_T^{\text{act}}}, \frac{P_{\text{RR}}^{(w+1)}}{N_T^{\text{act}}} \right), \quad j = 1, \ldots, N_T^{\text{act}}. \] (41)

where \( Q_{\text{min}}^{(w+1)} \in (0, 1] \) denotes the minimum ratio of \( P_{\text{opt}} \) that is to be allocated for the retransmitted packets.

The soft symbols, \( \tilde{x} \), which are produced when the (re)punctured and (re)interleaved decoder output LLRs are soft mapped, reduce the interference from each version of the
transmitted packet in equalisation. With the proposed RR-HARQ TX power adaptation scheme, the FER of each retransmission is expected to be approximately half of the FER of the preceding transmission, assuming that there is no spatial correlation.

5.1.2 Adaptive modulation and coding and IR-HARQ for vertically encoded systems

The AMC scheme adjusts the decoder chart’s position in order to reach the target FER. The transmitter has an LUT of decoder EXIT charts for different code rates, see Fig. 22. Two modulation-dependent equaliser output LLR variance distributions are considered.

Procedure B1: AMC for vertically encoded systems

B1-1 Determining the number of active TX antennas: The transmitter executes the FER prediction procedure described in Sects. 4.2 and 4.3 assuming the lowest available modulation order and minimum code rate, $R_{\min}$, while going through $N_{\text{act}}^T = 1, \ldots, N_T$, active TX antennas to see whether it can reach the target FER. The antenna-wise TX power allocation is $P_j = 1/N_T^\text{act}$, $j = 1, \ldots, N_T^\text{act}$. If
the transmitter cannot reach the target FER with $N_{\text{act}}^1 = 1$, it skips the rest of Procedure B1 and transmits using the lowest available modulation order and code rate. If the target FER is reached, the transmitter picks the largest $N_{\text{act}}^T$ with which it attained the target and executes the remaining steps of Procedure B1.

B1-2 Adaptation of the modulation-wise decoder EXIT chart positions: The LLR variance distributions are obtained by utilising the SINR distribution developed in Step B1-1 for $N_{\text{act}}^T$ and $(28)$. Since $N_M = 2$ for BPSK and $N_M = 1$ for QPSK and 8-PSK, two different LLR distributions need to be derived, as can be witnessed from (29). After a slight simplification of (31),

$$\tilde{\text{FER}} = \frac{\gamma \left(m, \frac{m}{11} \left(\tilde{\sigma}^2_{\text{opt}} + \tilde{\epsilon}_{\text{opt}} \right)^2 \right)}{\Gamma(m)}.$$  (42)

The transmitter iteratively adjusts $\tilde{\sigma}^2_{\text{opt}} + \tilde{\epsilon}_{\text{opt}}$ for both possible LLR variance distributions until the target FER region is reached.

B1-3 Determining the modulation-wise code rates: Using the modulation-wise approximate $J$-function from (15a), unique decoder EXIT chart positions are obtained for each modulation, i.e. $\tilde{I}^\text{ext}_{\text{opt}} + \epsilon = J \left(\sqrt{\tilde{\sigma}^2_{\text{opt}} + \tilde{\epsilon}_{\text{opt}}} \right)$. The obtained modulation-wise mutual information values, $\tilde{I}^\text{ext}_{\text{opt}}$, are compared to the code-rate-wise values that are stored in the LUT. The optimal code rates are obtained by interpolation between the different code-rate-wise points in the LUT. Thus, the process of going from the LLR variance to the code rate can be viewed as

$$R_{\text{opt}}^c = g_{R_c}(\tilde{\sigma}^2_{\text{opt}}),$$

where $g_{R_c} (\cdot)$ maps an LLR variance input to a code rate.

B1-4 Selection of the optimal MCS: It is possible that $\tilde{I}^\text{ext}_{\text{opt}}$ falls below the EXIT chart point of the minimum code rate for some of the modulations. Such modulations are discarded. If there is more than one MCS that is able to provide an FER that falls within the target region, the highest possible modulation is chosen, thereby defining the optimal modulation order, $M_{\text{opt}}$. This is due to the observation that the decoder EXIT charts of highly punctured code rates lose some of their accuracy. This can be related back to the findings in [102], where it was noticed that the performance of a turbo decoder suffered as a consequence of puncturing when $R_c > 2/3$. The convolutional component codes become very weak.

B1-5 Obtaining the proper code rate: The puncturing pattern is determined by the 3GPP rate matching scheme [64].

The AMC method for vertically encoded and SISO/SIMO systems is complemented by a rate adaptation IR-HARQ scheme, which maintains $M_{\text{opt}}$ from Step B1-4.
Procedure B2: Code rate adaptation for IR-HARQ transmissions

B2-1 Feedback from the receiver: The adaptive IR-HARQ scheme uses the same feedback method as the adaptive RR-HARQ scheme in Step A2-1.

B2-2 Code rate adaptation for the first retransmission: Similarly to Step A2-2, it is possible that \( R_{fb}^c \geq g \frac{\sigma^2_{fb}}{R_c} > R_{opt}^c \). It is also possible that \( R_{fb}^c \) is only slightly smaller than \( R_{opt}^c \). In such a case, the transmitter may try to send only a handful of additional parity bits. When the length of the original sequence is thousands of bits, the addition of a couple of dozen sparsely scattered parity bits does not significantly aid the decoder. Thus, once the additional parity bits of the first IR transmission, or the second transmission related to the original packet, have arrived, the code rate at the receiver,

\[
R_{IR}^{c,2} = \max \left( \min \left( R_{fb}^c, R_{opt}^c - Q_{min}^{R_{opt}^c} \right), R_{min}^c \right),
\]

where \( Q_{min}^{R_{opt}^c} \) denotes a predetermined minimum decrease from the original optimised code rate \( R_{opt}^c \). If \( \min \left( R_{fb}^c, R_{opt}^c - Q_{min}^{R_{opt}^c} \right) < R_{min}^c \), all the remaining punctured parity bits are transmitted, i.e. \( R_{IR}^{c,2} = R_{min}^c \).

B2-3 Selection of additional parity bits: The 3GPP rate matching algorithm picks the requisite number of IR parity bits from the set of remaining punctured bits.

If the first IR transmission does not produce a correctly decoded frame, the same number of additional parity bits are sent during a second IR transmission, if possible.\(^{22}\) If the first two IR transmissions are unsuccessful, the remaining parity bits are transmitted during a third IR transmission, assuming that such bits remain to be sent, i.e. \( R_{IR}^{c,4} = R_{min}^c \). At the receiver, the initial packet and the IR packets are equalised separately, after which the received bits are interspersed to their proper positions before decoding.

5.2 Horizontally encoded systems

In the case of horizontally encoded systems, multiple equaliser and decoder charts need to be considered. Furthermore, the interference from the parallel streams influences the positions of the equaliser charts. Nevertheless, LA can be extended for such systems by using the FER prediction method described in Sect. 4.3.2 and Appendix 6. Sects. 5.2.1

\(^{22}\)If \( 1/R_{IR}^{c,2} - 1/R_{opt}^c > 1/R_{min}^c - 1/R_{IR}^{c,2} \), there will not be the same number of parity bits to be sent. In such a case, all the remaining punctured parity bits are transmitted, i.e. \( R_{IR}^{c,3} = R_{min}^c \) at the receiver.
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and 5.2.2 propose iterative TX power adaptation and AMC schemes for horizontally encoded systems with $N_T = 3$. The proposed LA methods can be expanded for $N_T > 3$. As before in Sect 5.1, the transmitter can freely determine the number of active TX antennas, $N_T^{\text{act}}$. However, there are two notable differences compared to the vertical LA schemes: Firstly, the transmitter cannot reallocate TX power between antennas. Secondly, there are no complementing adaptive HARQ schemes.

At various steps of the following procedures, alternative options are available. In such situations, “⇒” indicates an exit from the procedure, while “⇓” indicates that the procedure is carried on to the next step.

### 5.2.1 Power adaptation for horizontally encoded systems

It would be very time-consuming to accurately adjust the TX powers of parallel spatial streams individually, since a change in the TX power of a single stream has an impact on the SINRs of the parallel streams. Therefore, the proposed TX power adaptation procedure fixes the power ratios of the parallel streams by considering the stream-wise modulation orders and code rates, $M_j$ and $R_{c,j}$, respectively, with $j = 1, \ldots, N_T$. Thus, the stream-wise TX powers are adjusted jointly. It is assumed that the transmitter can allocate the same amount of power for each antenna, i.e. $P_{\text{max},j} = 1/N_T$, $j = 1, \ldots, N_T$, regardless of $N_T^{\text{act}}$. Thus, $P_{\text{max}} = \sum_{j=1}^{N_T} P_{\text{max},j} = 1$. Let $P_{\text{opt},j}^{(N_T^{\text{act}})}$ denote the optimised TX power of the $j$th stream, when $N_T^{\text{act}}$ antennas are used for transmission.

### Procedure C: TX power control for horizontally encoded systems

C-1 **TX power adaptation for SIMO channels:** Procedure A1 is applied to evaluate the optimal TX powers for each MCS in a SIMO scenario. The transmitter sorts the streams in an ascending order based on the optimised TX powers, i.e. $P_{\text{opt},1}^{(1)} < \cdots < P_{\text{opt},N_T}^{(1)}$.

C-2 **TX power adaptation for two antennas:** If $P_{\text{opt},1}^{(1)} < P_{\text{max},1}$ and the stream-wise channel codes are of equal strength\(^{23}\), the transmitter determines the preliminary powers for the two considered streams,

$$P_{\text{opt},j}^{(2)} = \frac{\log_2 \left( M_j \right) R_{c,j}}{\log_2 \left( M_1 \right) R_{c,1}} \cdot P_{\text{opt},1}^{(1)}, \quad j = 1, 2. \quad (44)$$

\(^{23}\)If the stream-wise coding gains differ significantly, (44) and (45) would need to reflect that, e.g. by defining the TX power ratios for $P_{\text{opt},j}^{(1)}$ from the ratios of $P_{\text{opt},1}^{(1)}, \ldots, P_{\text{opt},N_T}^{(1)}$, i.e. $P_{\text{opt},j}^{(1)} / P_{\text{opt},1}^{(1)} = P_{\text{opt},j}^{(2)} / P_{\text{opt},1}^{(2)}$, $j \geq 2$. 89
The transmitter applies (37) to approximate the FERs of streams 1 and 2. $P_{\text{opt},2}^{(2)}$ are adjusted iteratively until $\tilde{\text{FER}}_1 < \max(\tilde{\text{FER}}_1, \tilde{\text{FER}}_2) < \text{FER}_U$. The ratio $P_{\text{opt},2}^{(2)}/P_{\text{opt},1}^{(2)}$ remains fixed throughout the iterations.

⇒ If $P_{\text{opt},2}^{(2)} > P_{\text{max},2}$, only stream 1 transmits data with power $P_{\text{opt},1}^{(1)}$.

⇓ Otherwise, proceed to Step C-3.

C-3 **TX power adaptation for three antennas:** If $P_{\text{opt},2}^{(2)} < P_{\text{max},2}$, the preliminary stream-wise powers,

\[
P_{\text{opt},j}^{(3)} = \frac{\log_2 (M_j) R_{c,j}}{\log_2 (M_1) R_{c,1}^{(1)}} P_{\text{opt},1}^{(1)} \quad j = 1, 2, 3.
\] (45)

The transmitter applies (87) to approximate the FER for three TX antennas. $P_{\text{opt},j}^{(3)}$ are iteratively adjusted until $\tilde{\text{FER}}_j < \max_{j=1,2,3} (\tilde{\text{FER}}_j) < \text{FER}_U$. Again, the ratios of $P_{\text{opt},j}^{(3)}$ remain fixed $\forall j$.

⇒ If $P_{\text{opt},3}^{(3)} > P_{\text{max},3}$, only streams 1 and 2 are employed, with allocated powers $P_{\text{opt},j}^{(2)}, j = 1, 2$.

⇒ Otherwise, all three antennas are used to transmit data with allocated powers $P_{\text{opt},j}^{(3)}, j = 1, 2, 3$.

The process can be extended for $N_T > 3$ by carrying on from Step C-3 in a similar fashion. The described iterative power adaptation process is significantly more complex than the vertically encoded case in Procedure A1. Therefore, it is advisable to determine a wider target FER range, e.g. by reducing $\text{FER}_L$.

### 5.2.2 Adaptive modulation and coding for horizontally encoded systems

Before proceeding to the actual horizontal AMC scheme, the stream-wise TX powers are arranged in a descending order, i.e. $P_1 > \cdots > P_{N_T}$ and $P_{\text{tot}} = 1$. Another limiting FER value, namely $\text{FER}_H$, is defined for this AMC scheme: when $\tilde{\text{FER}}_{j-1} < \text{FER}_H$, the $j$th stream is used for transmission only if $\tilde{\text{FER}}_j < \text{FER}_H$, with $\text{FER}_H \geq \text{FER}_U$, $j \geq 2$.

**Procedure D: AMC for horizontally encoded systems**

D-1 **FER prediction for the strongest stream in a SIMO channel:** The transmitter applies the FER prediction method from Sect. 4.3.1 to evaluate whether the strongest stream, with $P_1$, can reach the target FER with the lowest available modulation order (here BPSK) and $R_{c,1}^{\text{opt}} = R_{c,1}^{\text{min}}$. 
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⇒ If $\overline{FER}_1 > \overline{FER}_U$, only the strongest stream is used for transmission with BPSK and $R_{c,1}^{\text{opt}} = R_c^{\text{min}}$.

⇓ Otherwise, proceed to Step D-2.

D-2 **FER prediction for the two strongest streams:** The transmitter allocates BPSK and $R_{c,2}^{\text{opt}} = R_c^{\text{min}}$ to the second strongest stream. By modifying (37),

$$\overline{FER}_2 = \left[1 - \overline{FER}_U\right] P_{\text{opt},2} \left( \frac{p_{\text{opt},1}}{p_{\text{opt},2}} \rightarrow 1, \frac{p_{\text{opt},2}}{p_{\text{opt},2}} \rightarrow 1 \right) + \overline{FER}_U P_{\text{opt},2} \left( \frac{p_{\text{opt},1}}{p_{\text{opt},2}} \rightarrow 1, \frac{p_{\text{opt},2}}{p_{\text{opt},2}} \rightarrow 0 \right).$$

(46)

⇒ If $\overline{FER}_2 > \overline{FER}_U$, $M_2^{\text{opt}}$ and $R_{c,1}^{\text{opt}}$ are obtained by performing Procedure B1 for a single TX antenna.

⇒ If $\overline{FER}_U < \overline{FER}_2 < \overline{FER}_U$, $M_1^{\text{opt}}$ and $R_{c,1}^{\text{opt}}$ are adjusted such that

$$\overline{FER}_1 = \left[1 - \overline{FER}_2\right] P_{\text{opt},1} \left( \frac{p_{\text{opt},1}}{p_{\text{opt},2}} \rightarrow 1, \frac{p_{\text{opt},2}}{p_{\text{opt},2}} \rightarrow 1 \right) + \overline{FER}_2 P_{\text{opt},1} \left( \frac{p_{\text{opt},1}}{p_{\text{opt},2}} \rightarrow 1, \frac{p_{\text{opt},2}}{p_{\text{opt},2}} \rightarrow 0 \right).$$

(47)

satisfies $\overline{FER}_1 < \overline{FER}_1 < \overline{FER}_U$. Since $P_j$, $j = 1, 2$, remain constant, Procedure B1 can be applied on a stream-wise basis. Stream 2 is modulated with BPSK and $R_{c,2} = R_c^{\text{min}}$.

⇓ Otherwise, proceed to Step D-3.

D-3 **FER prediction for the three strongest streams:** The transmitter allocates BPSK and $R_{c,1}^{\text{opt}}$ to the third strongest stream. By utilising (87), its approximate FER

$$\overline{FER}_3 = \left[1 - \overline{FER}_U\right] \left[1 - \overline{FER}_U\right] P_{\text{opt},3} \left( \frac{p_{\text{opt},1}}{p_{\text{opt},3}} \rightarrow 1, \frac{p_{\text{opt},2}}{p_{\text{opt},3}} \rightarrow 1 \right) + \overline{FER}_U P_{\text{opt},3} \left( \frac{p_{\text{opt},1}}{p_{\text{opt},3}} \rightarrow 1, \frac{p_{\text{opt},2}}{p_{\text{opt},3}} \rightarrow 0 \right) +$$

$$\overline{FER}_U \left[1 - \overline{FER}_U\right] \left[1 - \overline{FER}_U\right] P_{\text{opt},3} \left( \frac{p_{\text{opt},2}}{p_{\text{opt},3}} \rightarrow 1, \frac{p_{\text{opt},2}}{p_{\text{opt},3}} \rightarrow 1 \right) + \overline{FER}_U P_{\text{opt},3} \left( \frac{p_{\text{opt},2}}{p_{\text{opt},3}} \rightarrow 1, \frac{p_{\text{opt},2}}{p_{\text{opt},3}} \rightarrow 0 \right).$$

(48)

⇒ If $\overline{FER}_3 > \overline{FER}_U$, stream 3 does not transmit, while $M_j^{\text{opt}}$ and $R_{c,j}^{\text{opt}}$, $j = 1, 2$, are adjusted on a stream-wise basis such that

$$\overline{FER}_j = \left[1 - \overline{FER}_U\right] P_{\text{opt},j} \left( \frac{p_{\text{opt},j}}{p_{\text{opt},j}} \rightarrow 1 \right) + \overline{FER}_U P_{\text{opt},j} \left( \frac{p_{\text{opt},j}}{p_{\text{opt},j}} \rightarrow 0 \right).$$

(49)

satisfies $\overline{FER}_U < \overline{FER}_j < \overline{FER}_U$, with $j' = 1, 2$, $j' \neq j$. Procedure B1 is used to determine $M_j^{\text{opt}}$ and $R_{c,j}^{\text{opt}}$.
⇒ If $\overline{FER}_U < \overline{FER}_3 < \overline{FER}_H$, $M^{\text{opt}}_j$, $R^{\text{opt}}_{c,j}$, $j = 1, 2$, are optimised, while the third stream employs BPSK and $R^{\text{opt}}_{c,3} = R_{c}^{\text{min}}$. Thus, for $j = 1, 2$, the stream-wise approximated FERs,

$$\overline{FER}_j = \left[1 - \overline{FER}_U\right] \cdot$$

$$\left[\left[1 - \overline{FER}_3\right] p_j^r \left( \tilde{p}_{\text{opt}, j} \mid \tilde{p}_{\text{opt}, j} \rightarrow 1, \tilde{p}_{\text{opt}, 3} \rightarrow 1 \right) + \right.$$

$$\left. \overline{FER}_3 p'_j \left( \tilde{p}_{\text{opt}, j} \mid \tilde{p}_{\text{opt}, j} \rightarrow 1, \tilde{p}_{\text{opt}, 3} = 0 \right) \right] + \overline{FER}_U \left[1 - \overline{FER}_3\right] \cdot$$

$$\left[\left[1 - \overline{FER}_U\right] p'_j \left( \tilde{p}_{\text{opt}, j} \mid \tilde{p}_{\text{opt}, j} \rightarrow 1, \tilde{p}_{\text{opt}, 3} \rightarrow 1 \right) + \right.$$

$$\left. \overline{FER}_3 p'_j \left( \tilde{p}_{\text{opt}, j} \mid \tilde{p}_{\text{opt}, j} = 0, \tilde{p}_{\text{opt}, 3} \rightarrow 1 \right) \right] + \overline{FER}_U p'_j \left( \tilde{p}_{\text{opt}, j} \mid \tilde{p}_{\text{opt}, j} = 0, \tilde{p}_{\text{opt}, 3} = 0 \right),$$

(50)

where $j' = 1, 2$ and $j' \neq j$. The stream-wise $M^{\text{opt}}_j$ and $R^{\text{opt}}_{c,j}$ are obtained by performing Procedure B1 such that $\overline{FER}_L < \overline{FER}_j < \overline{FER}_U$, $j = 1, 2$, is satisfied.

⇒ If $\overline{FER}_3 < \overline{FER}_U$, AMC can be performed on all three streams. Procedure B1 finds $M^{\text{opt}}_j$ and $R^{\text{opt}}_{c,j}$ for each stream $j = 1, 2, 3$, such that (48) is satisfied. Only the indexing needs to be changed for $j = 1, 2$.

As before with Procedure C, the horizontal AMC scheme can be extended from Step D-3 in a straightforward manner to allow $N_T > 3$.

5.3 Numerical results

The adaptive HARQ results in this section assume that the receiver equalises the initial packet and subsequent HARQ packets separately during each global iteration. The reasoning for this was explained in Sect. 5.1. This requires that the received signal vectors and channel coefficients are stored into a memory. The main simulation parameters are largely the same as those in Table 4, although only the Proakis-C channel model shall be considered here. Since it was assumed in Sect. 4.4 that the convergence tunnel gap value $\epsilon = 0.02$, the same default value is maintained here for consistency. In the vertically encoded scenarios, for comparative purposes, a larger value, $\epsilon = 0.03$, shall also be used. Throughout the simulations, the upper limit of the target FER region, $\overline{FER}_U = 10^{-1}$. It was discovered in [310] that with IR-HARQ and a wide range of parameters, such target FER leads to near-optimal goodput, i.e. long-term average
successful throughput. The same $\text{FER}_U$ is retained for the horizontal LA schemes, even though they do not employ HARQ.

### 5.3.1 Adaptive TX power control and RR-HARQ for vertically encoded systems

The performance of the adaptive TX power control and RR-HARQ scheme for vertically encoded systems from Sect. 5.1.1 is studied in Fig. 23. An uncorrelated $3 \times 3$ channel was assumed, with QPSK, $R_c = 1/2$ and $\epsilon = 0.02$. Along with $\text{FER}_U = 10^{-1}$, other LA-related parameters $\text{FER}_L = 9 \cdot 10^{-2}$ and $Q_{P_{\text{opt}}}^{\text{min}} = 10^{-2}$. The threshold, where the transmitter can start to reduce its power, lies between $-2$ dB and $-1$ dB. Between $-1$ dB and $1$ dB, where a single TX antenna is employed, the FER remains between $1.2 \cdot 10^{-1}$ and $1.3 \cdot 10^{-1}$. When a second TX antenna is introduced at $2$ dB, the FER remains between $1.3 \cdot 10^{-1}$ and $1.4 \cdot 10^{-1}$. At $5$ dB, all three TX antennas are employed and the FER again steadily hovers between $1.2 \cdot 10^{-1}$ and $1.3 \cdot 10^{-1}$.

There is some variation in the FERs of the retransmissions. When a single TX antenna or all three of them are employed, the FERs of the three retransmissions lie around $8 \cdot 10^{-2}$, $4 \cdot 10^{-2}$ and $2 \cdot 10^{-2}$. For $N_{\text{act}}^w = 2$, the corresponding FERs are approximately $7 \cdot 10^{-2}$, $2 \cdot 10^{-2}$ and $10^{-2}$. Although the FERs of the first optimised retransmission are slightly larger than half of the initial transmission, which was the prediction in Sect 5.1.1 for uncorrelated channels, subsequent retransmissions approximately halve the FERs of the previous retransmissions. This can be partially attributed to feedback that gave an optimistic approximation of the quality of the initial transmission. By choosing a larger value for $Q_{P_{\text{opt}}}^{\text{min}}$, the FERs of the first retransmission could be reduced.

Fig. 24 features a comparison of the $P_{\text{opt}}/P_{\text{max}}$ ratio for the initial transmission and the $\text{avg}(P_{\text{opt}}^{(\text{w}+1)})/P_{\text{max}}$ ratios for the three retransmissions, where $w = 1, 2, 3$. The most notable discontinuity points can be observed at $-1$ dB, $2$ dB and $5$ dB. At those points, the transmitter first reduces its power for the initial transmission and introduces the second and third antennas, respectively. It can also be noted that the powers of the retransmissions are already being pared down before the TX power of the initial transmission is first scaled down. Procedure B2 does not consider whether the initial transmission can attain the target FER; it merely tries to reduce power consumption during the retransmissions.
Fig. 23. The FERs of the initial transmission and three optimised RR-HARQ retransmissions, with $Q_{P_{\text{opt}}}^{\text{min}} = 10^{-2}$. An uncorrelated $3 \times 3$ Proakis-C channel with vertically encoded spatial multiplexing, QPSK, $R_c = 1/2$ and $\epsilon = 0.02$ was assumed.

Fig. 24. $P_{\text{opt}}/P_{\text{max}}$ for the initial transmission and $\text{avg} \left( \frac{P^{(w+1)}_{\text{RR}}}{P_{\text{max}}} \right) / P_{\text{max}}$, $w = 1, 2, 3$, i.e. the ratios of the average powers of the three optimised RR-HARQ retransmissions to the maximum TX power, with $Q_{P_{\text{opt}}}^{\text{min}} = 10^{-2}$. An uncorrelated $3 \times 3$ Proakis-C channel with vertically encoded spatial multiplexing, QPSK, $R_c = 1/2$ and $\epsilon = 0.02$ was assumed.
Fig. 25. $P_{opt}/P_{max}$ for the initial transmission, and $\frac{\text{avg}(P_{RR}^{(2)})}{P_{max}}$, $\frac{\text{max}(P_{RR}^{(2)})}{P_{max}}$ and $\frac{\text{min}(P_{RR}^{(2)})}{P_{max}}$, i.e. the ratios of the average, maximum and minimum powers, respectively, of the first optimised RR-HARQ retransmission, to the maximum TX power. The minimum ratio is determined by $Q_{opt}^{min} = 10^{-2}$. An uncorrelated $3 \times 3$ Proakis-C channel with vertically encoded spatial multiplexing, QPSK, $R_c = 1/2$ and $\epsilon = 0.02$ was assumed.

The average power of the first retransmission is compared to its maximum and minimum powers in Fig. 25. After $-4$ dB, the maximum power ratio is roughly four times the average power ratio, while after the TX power reduction threshold point at $-1$ dB, the minimum power ratio is approximately one sixth of the average power ratio.

Figs. 26 and 27 illustrate how a small increase in the convergence tunnel gap requirement, from $\epsilon = 0.02$ to $\epsilon = 0.03$, impacts the FER and the $P_{opt}/P_{max}$ ratio, respectively. When $\epsilon = 0.03$, and $N_{act}^T = 1$ or $N_{act}^T = 2$, the FER of the initial transmission lies between $1.1 \cdot 10^{-1}$ and $1.2 \cdot 10^{-1}$, while for $N_{act}^T = 3$, the FER is slightly below the target of $10^{-1}$. As can be seen from Fig. 27, the difference is minuscule in terms of applied TX power—the $P_{opt}/P_{max}$ graphs almost overlap.

### 5.3.2 AMC and adaptive IR-HARQ for vertically encoded systems

Fig. 28 examines the performance of the AMC scheme from Sect. 5.1.2 in an equicorrelated $3 \times 5$ channel with $\rho = 0.50$. $\text{FER}_L = 9.9 \cdot 10^{-2}$, the allowed maximum code rate, $R_c^{max} = 9/10$ and $\epsilon = 0.02$. The adaptive IR-HARQ scheme from Procedure B2
Fig. 26. The FERs of the initial transmission with convergence tunnel gap values $\epsilon = 0.02$ and $\epsilon = 0.03$. An uncorrelated $3 \times 3$ Proakis-C channel with vertically encoded spatial multiplexing, QPSK and $R_c = 1/2$ was assumed.

Fig. 27. $P_{opt}/P_{max}$ with convergence tunnel gap values $\epsilon = 0.02$ and $\epsilon = 0.03$. An uncorrelated $3 \times 3$ Proakis-C channel with vertically encoded spatial multiplexing, QPSK and $R_c = 1/2$ was assumed.
Fig. 28. The FERs of the initial and optimised IR-HARQ transmissions for an equicorrelated $3 \times 5$ Proakis-C channel with vertically encoded spatial multiplexing, $\rho = 0.50$ and $\epsilon = 0.02$. The adaptive IR-HARQ scheme from Sect. 5.1.2, with $Q_{\min}^{\text{opt}} = 10^{-2}$, is compared to a non-adaptive scheme, where the first and second IR transmission always decrease $K_{\min}^R$ by 0.02.

is compared to a non-adaptive IR-HARQ scheme, where the code rate is reduced by a constant margin during the first IR transmissions. Similarly to Procedure B2, the second IR transmission sends the same number of additional parity bits as the first one, assuming that sufficiently many punctured parity bits remain. The FER of the initial transmission is taken from the adaptive IR-HARQ simulation, but since both cases applied Procedure B1 to select the optimal modulation and initial code rate, the graphs would practically overlap. Between $-9 \, \text{dB}$ and $7 \, \text{dB}$, the FER of the initial transmission remains between $7 \cdot 10^{-2}$ and $1.8 \cdot 10^{-1}$. Since the code rate is discrete, it cannot be adjusted as smoothly as $P_{\text{opt}}$ in the TX power adaptation scheme. Hence, the FER graph of the initial transmission does not reach a constant level like the one in Fig. 23.

Even though the packet sizes of the IR transmissions are smaller than those of the initial transmission, the same channel delay profile, Proakis-C, is assumed. This implies that the frequency bandwidth remains constant. If localised SC-FDMA was assumed for the initial transmission, this would mean that the distributed transmission mode was applied to the IR packets. If the distributed mode was already employed with the initial transmission, it would mean that the distance between employed subcarriers would be
increased for the IR transmissions. This is mainly due to the rigidity of the simulation model. If the localised SC-FDMA mode was assumed for the initial transmission as well as for the IR transmissions, different delay profiles would need to be generated for different packet sizes. However, even in the IR mode, the receiver’s performance is mainly defined by the initial packet, since it contains all the information bits. Thus, the performance of the adaptive IR-HARQ scheme from Procedure B2 can be compared to the non-adaptive IR-HARQ scheme.

For the adaptive IR-HARQ scheme, the minimum code rate decrease of an IR transmission, $Q_{IR}^{\text{min}} = 0.01$. The first IR transmission of the non-adaptive scheme reduces the code rate by 0.02. The same number of additional parity bits are transmitted during a second IR transmission, if required. If a third IR transmission is necessary and possible, all the remaining parity bits are transmitted. Although the adaptive scheme does not enhance the performance of the decoder, it does produce smaller FERs than the non-adaptive scheme. The adaptive scheme merely tries to optimise the number of additional parity bits in the first IR transmission. At $-1$ dB, $R_{c}^{\text{opt}} - R_{c}^{\text{min}} < Q_{IR}^{\text{min}}$. Thus, $R_{c}^{\text{IR}, 2} = R_{c}^{\text{min}}$, which means that there are no parity bits left for further IR transmissions. A notable difference in the performances of the two schemes is witnessed at $-9$ dB and at 3 dB. The “constant code rate decrease” scheme transmits all the remaining parity bits in its first and only IR transmission. These are the only points in Fig. 28 where the FER of the first IR transmission of the adaptive scheme is larger than that of the non-adaptive scheme. However, the FERs of the second and third IR transmissions of the adaptive scheme are smaller than the FER of the first IR transmission of the non-adaptive scheme, which already sent its remaining parity bits. The difference is quite small in terms of FER, but it can be attributed to the time diversity that is gained by transmitting the parity bits in different time slots.

Fig. 29 illustrates how $M_{\text{opt}}$ and $R_{c}^{\text{opt}}$ of the initial transmission and $\text{avg} \left( R_{c}^{\text{IR}, w} \right)$, $w = 2, 3$, of the first two IR transmissions are altered. Since $R_{c}^{\text{IR}, 4} = R_{c}^{\text{min}} = 1/3$, it is not displayed. BPSK, QPSK and 8-PSK are distinguished by the solid, dashed and dash-dotted lines, respectively. The transmitter first adapts the code rate at $-9$ dB, the number of active TX antennas at $-6$ dB and the modulation at $-1$ dB. At $-2$ dB, the average code rate for the second IR transmission is slightly higher than for the first, which is feasible. When $R_{c}^{\text{IR}, 2} < Q_{R_{c}}^{\text{min}} R_{c}^{\text{opt}}$, more parity bits are transmitted and the probability that a second IR transmission is needed is reduced.

Fig. 30 displays the average, maximum and minimum code rates of the first IR transmission, i.e. $\text{avg} \left( R_{c}^{\text{IR}, 2} \right)$, $\text{max} \left( R_{c}^{\text{IR}, 2} \right)$ and $\text{min} \left( R_{c}^{\text{IR}, 2} \right)$, respectively. Regardless of the
number of involved TX antennas and employed modulation, \( \text{avg} (R_c^{IR}) \) remains close to \( \max (R_c^{IR}) = R_c^{opt} - Q_{min}^{R_c} \). This can be interpreted to mean that when \( \text{FER} \approx 10^{-1} \), the realised equaliser chart is rarely significantly below the decoder EXIT chart. A slight decrease of code rate is usually sufficient to push the decoder chart below the equaliser chart. Nevertheless, \( \min (R_c^{IR}) \) graph illustrates that when the channel is poor for the initial packet, a significant increase in the number of available parity bits is sometimes necessary.

Fig. 31 features a comparison of the FERs of the initial transmission with \( \epsilon = 0.02 \) and \( \epsilon = 0.03 \). When \( \epsilon = 0.03 \), the FER remains below \( 1.25 \cdot 10^{-1} \) after \( -5 \) dB. Fig. 32 illustrates how small the difference between \( \epsilon = 0.02 \) and \( \epsilon = 0.03 \) is in terms of code rate.

5.3.3 Adaptive TX power control for horizontally encoded systems

Fig. 33 depicts the FERs of three parallel streams transmitted through an equicorrelated \( 3 \times 4 \) channel, with \( \rho = 0.50 \) and \( \epsilon = 0.02 \). The adaptive TX power control scheme from
Fig. 30. The modulations, the optimised code rate for the initial transmission and the average, maximum and minimum code rates of the first IR transmission, i.e. $\text{avg}(R^{(R,1)})$, $\max(R^{(R,2)})$ and $\min(R^{(R,3)})$, respectively, in an equicorrelated $3 \times 5$ Proakis-C channel with vertically encoded spatial multiplexing, $\rho = 0.50$ and $\epsilon = 0.02$. The solid, dashed and dash-dotted lines denote BPSK, QPSK and 8-PSK, respectively.

Sect. 5.2.1 was applied, with $\overline{\text{FER}}_L = 5 \cdot 10^{-2}$. Since iterative TX power optimisation for horizontally encoded systems is computationally demanding, the gap between $\overline{\text{FER}}_U$ and $\overline{\text{FER}}_L$ is larger than with the other considered LA techniques. The stream-wise MCSs are BPSK and $R_{c,1} = 1/3$ for stream 1, QPSK and $R_{c,2} = 1/3$ for stream 2, and QPSK and $R_{c,3} = 1/2$ for stream 3. Since $P_{\max,j} = 1/N_T$, $j = 1, 2, 3$, regardless of the number of active TX antennas, $N_{\text{act}}^T$, the streams are arranged in an ascending order based on their optimised TX powers for a SIMO scenario, i.e. $P^{(1)}_{\text{opt},1} < P^{(1)}_{\text{opt},2} < P^{(1)}_{\text{opt},3}$.

TX power is allocated to streams 2 and 3 only when they are able to reach the target FER. Once $P^{(1)}_{\text{opt},1} < P_{\max,1}$, at $-3$ dB, the FER of the first stream lies between $8.7 \cdot 10^{-2}$ and $1.13 \cdot 10^{-1}$, regardless of the number of interfering streams. The FERs of the second and third streams remain between $8.2 \cdot 10^{-2}$ and $9.5 \cdot 10^{-2}$, and $7.2 \cdot 10^{-2}$ and $7.5 \cdot 10^{-2}$, respectively, even though Procedure C nominally required that only $\overline{\text{FER}}_L < \max_{j=1,2,3} (\overline{\text{FER}}_j) < \overline{\text{FER}}_U$.

\textsuperscript{24}This is the same order as their transmission rates, i.e. $\log_2 (M_1) R_{c,1} < \log_2 (M_2) R_{c,2} < \log_2 (M_3) R_{c,3}$. However, with other modulation and code rate combinations, the two orders are not automatically the same.
Fig. 31. The FERs of the initial transmission for an equicorrelated $3 \times 5$ Proakis-C channel with vertically encoded spatial multiplexing and $\rho = 0.50$. Two different convergence tunnel gap values, $\epsilon = 0.02$ and $\epsilon = 0.03$, were assumed.

The stream-wise $P_{\text{opt},i}^{(N_i^e)} / P_{\text{max},i}$ are depicted in Fig. 34. The activation of the second stream at 1 dB has a barely noticeable impact on the optimised-to-maximum power ratio of the first stream, i.e. $P_{\text{opt},1}^{(2)} \approx P_{\text{opt},1}^{(1)}$. Since the first stream does very little to adjust its TX power, its FER in Fig. 33 goes above $\text{FER}_U$ once the second stream is activated. However, after the activation of the third stream at 3 dB, the first two streams do not scale down their TX powers as much as they would do when $N_T^\text{act} = 2$, i.e. $P_{\text{opt},j}^{(3)} > P_{\text{opt},j}^{(2)}$, $j = 1, 2$.

### 5.3.4 AMC for horizontally encoded systems

The AMC scheme for horizontally encoded systems, described in Sect. 5.2.2, is put to the test in Fig. 35, where $\text{FER}_L = 9.9 \cdot 10^{-2}$ and $\text{FER}_H = 5 \cdot 10^{-1}$. An uncorrelated $3 \times 3$ channel is considered and the stream-wise powers were $P_1 = 1/2$, $P_2 = 1/3$ and $P_3 = 1/6$. The transmitter does not reallocate unused TX power to transmitting antennas. Each antenna uses all of its available TX power, $P_j$, or none at all. The second and third streams only transmit when their $\tilde{\text{FER}}_j < \text{FER}_H$, $j = 2, 3$. Between $P_{\text{tot}} / \sigma_n^2$ values $-6$ dB and 9 dB, and $-2$ dB and 9 dB, the FERs of streams 1 and 2, respectively, remain
Fig. 32. The modulations and adapted initial code rates for an equicorrelated $3 \times 5$ Proakis-C channel with vertically encoded spatial multiplexing and $\rho = 0.50$. Two different convergence tunnel gap values, $\epsilon = 0.02$ and $\epsilon = 0.03$, were assumed. The solid, dashed and dash-dotted lines denote BPSK, QPSK and 8-PSK, respectively.

Fig. 33. FERs for three horizontally encoded parallel streams in an equicorrelated $3 \times 4$ Proakis-C channel, where $\rho = 0.50$ and $\epsilon = 0.02$. Stream 1 employed BPSK and $R_{c,1} = 1/3$, stream 2 employed QPSK and $R_{c,2} = 1/3$, while stream 3 employed QPSK and $R_{c,3} = 1/2$. $P_{\text{max},j} = 1/N_T$, $\forall j$. 
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Fig. 34. $P_{\text{opt},j}^{(N_{\text{act}}{T})}/P_{\text{max},j}$ for three horizontally encoded parallel streams in an equicorrelated $3 \times 4$ Proakis-C channel, where $\rho = 0.50$ and $\epsilon = 0.02$. Stream 1 employed BPSK and $R_c,1 = 1/3$, stream 2 employed QPSK and $R_c,2 = 1/3$, while stream 3 employed QPSK and $R_c,3 = 1/2$. $P_{\text{max},j} = 1/N_{\text{TX}}$, $\forall j$.

between $6.7 \cdot 10^{-2}$ and $1.25 \cdot 10^{-1}$. The FER of the third stream stays between $1.17 \cdot 10^{-1}$ and $1.75 \cdot 10^{-1}$ in the $P_{\text{tot}}/\sigma^2_{\eta}$ region between 1 dB and 9 dB.

As can be witnessed from Fig. 36, around 10 dB, $R_{c,1}^{\text{opt}}$ and $R_{c,2}^{\text{opt}}$ approach $2/3$. At the same time, the FERs of all three streams in Fig. 35 increase. As was mentioned in Step B1-4 in Sect. 5.1.2, it was observed that the decoder EXIT charts become less reliable around $R_c = 2/3$. When streams 1 and 2 reach $R_{c}^{\text{max}}$ in the vicinity of 15 dB, the FERs of all three streams in Fig. 35 drop. An expansion of the proposed AMC schemes, both vertical and horizontal, to 16-QAM and other higher order modulations would allow the transmitter to use more moderate code rates, i.e. below $2/3$, as suggested by [102].

An interesting observation can be made when the optimised code rates of the horizontal AMC scheme are compared to the optimised code rates of the initial transmission in the vertical AMC scheme. When the transmitter increases the number of active TX antennas, or switches to QPSK or 8-PSK in Fig. 29, the optimised code rates are fairly close to $R_c^{\text{min}} = 1/3$. When modulations are switched in Fig. 36, the optimised
Fig. 35. The FERs for three horizontally encoded parallel streams in an uncorrelated $3 \times 3$ Proakis-C channel, with $\epsilon = 0.02$. The stream-wise powers were $P_1 = 1/2$, $P_2 = 1/3$ and $P_3 = 1/6$.

Fig. 36. The adapted modulations and code rates, $R_{c,j}^{\text{opt}}$, for three horizontally encoded parallel streams in an uncorrelated $3 \times 3$ Proakis-C channel, with $\epsilon = 0.02$. The stream-wise powers were $P_1 = 1/2$, $P_2 = 1/3$ and $P_3 = 1/6$. The solid, dashed and dash-dotted lines denote BPSK, QPSK and 8-PSK, respectively.
code rates for all three streams are initially close to 2/5. Thus, with QPSK and 8-PSK, the lowest code rates are avoided altogether.

5.4 Summary and discussion

Four different LA schemes that seek to obtain a target FER have been proposed and tested. Using the performance prediction method developed in Chap. 4, the transmitter iteratively adjusts either the TX power or determines an optimal MCS. The TX power adaptation scheme assumes a fixed MCS and seeks to “optimise” the channel realisation dependent equaliser transfer chart distribution. When fixed TX power is assumed, the AMC scheme is applied. The modulation order influences the distribution of the equaliser chart, while the code rate determines the position of the fixed decoder chart.

In the vertically encoded scenario, the transmitter can adaptively determine the number of active TX antennas, between which TX power is split evenly. The vertically encoded TX power control and AMC schemes are complemented by adaptive RR-HARQ and IR-HARQ schemes, respectively. The receiver provides feedback by transmitting a measured average of the absolutes of the demapped LLRs. The transmitter then uses this parameter to determine the channel quality of the initial transmission. Although the horizontal LA schemes did not consider HARQ, an interesting observation made in [311] is pointed out: when an error event occurred in a 4 × 4 uncorrelated spatially multiplexed MIMO system, more than 70% of the time only one or two of the four spatial streams actually contained errors. Employing HARQ with horizontally encoded spatial multiplexing would increase the number of ACK/NACK messages, but it would also lead to more efficient channel usage.

The TX power control schemes can attain the target FER once a threshold SNR value, where the transmitter can afford to reduce its TX power, is reached. Even the proposed adaptive horizontal TX power control scheme, where the interference arising from the independent parallel data streams needs to be taken into account, can produce FERs close to the target. Assuming BPSK, QPSK and 8-PSK, the AMC schemes were able to produce FERs close to the target over a 10 dB SNR range. The proposed iterative LA methods considered a singular point on the horizontal axes of the mutual information transfer charts. This was done with the purpose of reducing computational complexity. If more points were considered, the FER would remain closer to the target, while complexity would increase.
As was discussed in Sect. 2.4, regardless of the nominal CQI/LQM, it is usually linked to effective SNR/SINR in one way or another. Here the distribution of the effective SINR was used to approximate the FER. The channel model from Sect. 3.1 assumes that the channel coefficients remain constant for the duration of a transmitted packet, but are independent between packets. Thus, even with perfect receiver feedback, instantaneous effective SINR or even more detailed CSI would not help the transmitter. If sufficiently reliable SINR statistics were to be attained by measurements, a fairly large number of packets would need to be transmitted. During this learning phase, the transmission parameters could not be properly adapted. The proposed schemes require knowledge of only fundamental channel attributes, i.e. spatial channel dimensions, noise variance, the number of separable propagation paths and the eigenvalues of the RX correlation matrix. Different noise variance estimation methods have been proposed [312–317]. Even in FDD, the forward and reverse links often share the same fading distribution [176], which can help the transmitter to approximate the number of separable propagation paths.

As was illustrated in Fig. 20, the proposed LA methods could also be applied to linear receivers. Furthermore, when the transmitter determines the number of active streams or selects a suitable MCS, it need not rely on channel-specific CQI/LQM switching thresholds.
6 Conclusion

6.1 Summary and discussion

Much progress has been made since Shannon laid the groundwork by formulating the limits for error-free communication. Advances at various communication layers have allowed more efficient exploitation of the limited capacity. Many of the introduced advancements have become implementable thanks to the huge expansion of computational capacity brought by hardware development. Due to the inherent complexity of such structures and algorithms, it has become increasingly difficult to provide accurate analytical characterisation of even elementary blocks that are essential to modern communication systems. Yet, such analytical methods are very useful, since exhaustive MC simulations are often very time-consuming.

This thesis builds on prior evaluation methods that are used to approximate the behaviour of separate blocks within a communication architecture. This is accomplished by developing novel semi-analytical procedures that can be used to predict the statistical performance of a complete wireless communication system that accommodates modern breakthroughs: spatially multiplexed transmission, powerful channel coding techniques and iterative receiver processing. The transmission parameters can be adjusted flexibly. Some offline MC simulations are required to characterise the decoder’s behaviour. Since the prediction method avoids all real time simulations, it can provide comparable results in a much shorter time than detailed MC simulations. Based on this robust prediction method, LA techniques that do not require instantaneous CSI were also proposed. This is a relevant design problem for rapidly changing environments, such as mobile radio channels. The adaptive TX power control and AMC schemes take into account the specific properties of the considered FD-SIC-MMSE equaliser. This is in line with the performance optimisation guidelines proposed in [68], which state that equalisation, coding and modulation should be viewed within a unified framework.

The semi-analytical performance prediction method was developed for SC-FDMA uplink scenarios. First, a condition for a successful convergence was given and a bijective connection between mutual information and LLR variance was established. It was also examined how the noise variance and instantaneous channel realisation influence the position of the FD-SIC-MMSE equaliser’s mutual information transfer chart. The decoder EXIT chart is detached from the actual channel realisation, being only
dependent on the selected code rate. The following step was to study how the channel’s statistical properties influence the distribution of the effective SINR at the output of the equaliser. A gamma-distribution-based method was developed for SISO and spatially uncorrelated SIMO channels, while a more robust method [167] was adapted to evaluate the effective SINR distribution of RX correlated MIMO channels. The MIMO channel distribution prediction method can also be used with SISO and uncorrelated SIMO channels, but the gamma-distribution-based method is computationally faster. The distribution of the LLR variance can be derived directly from the distribution of the effective SINR.

The core contribution of this thesis is built around the discovery that the demapper output’s LLR variance distribution and the decoder’s EXIT chart can be utilised to predict the performance of the receiver. Using the bijective connection between LLR variance and mutual information, it is possible to approximate the probability that the equaliser of random channel realisation intersects the fixed decoder chart at any given point along the chart. Based on the maximum of such probabilities, the FER can be predicted for SISO/SIMO channels and vertically encoded MIMO systems, as well as for horizontally encoded and MU-MIMO systems, where each stream has its own TX power, modulation and code rate. The predicted and MC simulated results were closely matched under multiple scenarios.

The proposed performance prediction method is not advocated as a complete replacement for detailed MC simulations, which will always be needed. However, the prediction method can produce comparable results in a much shorter time than the simulation model. With SISO and uncorrelated SIMO channels, it only takes seconds to produce results. It takes a longer time to compute the results for MIMO channels. This is due to the fact that in order to form the SINR distribution, it is necessary to solve a saddle point value at each considered point along the SINR axis. RX correlation also has an impact on the duration of the prediction. For uncorrelated channels, the prediction is faster than for correlated channels. If the RX correlation matrix has multiple different eigenvalues, as is the case with exponential correlation, the prediction is slower than in the case where there are few unique eigenvalues (always two, when equicorrelation is assumed). Regardless of correlation, the prediction method produces results for vertically encoded systems within a couple of hours. The addition of RR-HARQ does not increase the duration. In the case of horizontally encoded transmission, the prediction tool needs to take into account the parallel streams, which may or may not be cancelled out. With the addition of each TX antenna, the prediction duration is roughly
doubled. This still compares favourably to the MC simulations, which took days to complete. When RR-HARQ was involved, the MC simulations could take a couple of weeks. Furthermore, the prediction tool can be streamlined in order to reduce the number of unnecessary computations.

It is necessary to point out three potentially problematic aspects in the proposed performance prediction method. The iterative receiver utilises the decoder’s *a posteriori* LLRs in the soft bit-to-symbol conversion. However, the information and parity bit LLRs at the output of a turbo decoder have distinct Gaussian distributions. As a consequence, their joint distribution is not Gaussian. The equaliser nevertheless assumes that the soft symbol estimates that it uses in SIC are formed from Gaussian IID LLRs, which leads to suboptimal performance. Mutual information transfer charts are built around the premise that the associated distributions are Gaussian. Therefore, a decoder *a posteriori* transfer chart drawn from the non-Gaussian joint distribution of the information and parity bit LLRs could not adequately capture the receiver’s (possible) convergence. It was discovered that an EXIT chart drawn solely from the information bit LLRs could sufficiently accurately capture the convergence trajectory.

A second noteworthy issue arises in the CLT approximation of the SINR’s distribution across the frequency bandwidth. There would be no need for such an approximation in flat fading or ISI-free channels, but with a finite number of separable channel taps and RX antennas, the CLT approximation cannot be expected to hold tightly. Thirdly, the Nakagami distribution, which is used to emulate the LLR variance, is merely a convenient approximation. Despite these approximations, the results illustrate that the proposed prediction method is robust enough to be useful even with SISO and $2 \times 2$ MIMO channels, and with three channel taps.

A second novel contribution was the development of LA techniques that exploit the described performance prediction method. By iteratively adjusting TX power or code rate in conjunction with modulation, a target FER could be attained. Beyond a threshold point, where the transmitter can afford to drop its power, adaptive TX power control schemes designed for vertically and horizontally encoded systems produce near-constant FERs. Vertical and horizontal AMC schemes produced FERs close to the target over an approximately 10 dB SNR span. The vertically encoded TX power control and AMC techniques were complemented by adaptive RR-HARQ and IR-HARQ methods, respectively, which utilised a mean of the absolute LLRs collected at the equaliser output to optimise the TX power of the retransmitted packet and the number of additional
IR parity bits, respectively. The transmitter can also adaptively select the appropriate number of active antennas.

The LA scheme would be particularly effective with rapidly changing channels, where the receiver feedback does not allow the transmitter to adjust its TX parameters quickly enough. The LA schemes do not require, nor would they directly benefit from, instantaneous CSIT. Since only fundamental channel parameters, i.e. channel dimensions, noise variance, the number of separable propagation paths and the eigenvalues of the RX correlation matrix, are needed to approximate the equaliser output’s effective SINR distribution, statistical LA can be performed without channel measurements. In 5G networks, where the role of the base stations may be reduced in intra-cell communications, the proposed method could possibly provide a way to perform effective device-to-device LA with low feedback requirement. However, in its current form, the proposed scheme is arguably prohibitively complex from the implementation perspective and would require further work.

6.2 Future work

There are some long-standing research problems related to iterative processing. An analytical framework, which would accurately formalise or quantify the differences that arise from the use of a posteriori and extrinsic information in iterative receiver processing, is still lacking. The success of EXIT charts and related convergence tracking tools is based on the assumption that the associated bit and symbol sequences can be represented as Gaussian densities, which in turn are defined by a single parameter. The soft demapped bits of higher order modulations, i.e. QAM, do not fall into Gaussian densities. Furthermore, even if the input LLR distributions were Gaussian, powerful modern decoders typically produce distorted output LLR distributions. The phenomenon is not restricted to turbo decoding. During the preparation of this thesis, it was noted that a sum product algorithm that operated on WiMAX standard LDPC codes also produced non-Gaussian output LLR distributions. Thus, any robust convergence tracking tool that could take into account non-Gaussian distributions would be highly valuable.

Obviously, there are numerous potential avenues for research that relate directly to the proposed performance prediction method and LA algorithms. The robustness of the proposed method should be further studied by considering different FEC techniques, such as convolutional, LDPC and RA codes. In general, codes that can be described by factor graphs and decoded by belief propagation algorithms would merit consideration.
It would also be possible to assign different FEC techniques to different streams/users in horizontally encoded/MU-MIMO scenarios. The SINR distributions of ZF filters were already developed in [167]. Another issue would be to study how accurate the LLR variance distribution’s Nakagami-approximation would be with different channel delay profiles.

It was mentioned in [167] that by combining its results with those from [318], the SINR PDFs could be expanded for frequency-selective MIMO channels. The proposed frequency-selective SINR distributions could not be applied within the context of this thesis, because SC-FDMA systems suffer from ISI. This necessitated the use of the CLT approximation in the derivation of the frequency-selective SINR distribution. However, in the case of OFDMA systems, where the subchannels are frequency flat, a highly accurate SINR distribution can be derived. This also means that for OFDMA, a highly accurate LLR variance distribution could be obtained (for BPSK and QPSK) and used instead of the Nakagami-approximation.

An obvious and practically relevant topic for future work would be an expansion for 16-QAM and other higher order modulations, since they are included in modern wireless communication standards. The 16-QAM coefficients for the approximate J-function can be found in [120, 298]. During the preparation of this thesis, it was noticed that the prediction method could not reach the same level of accuracy with 16-QAM as with the lower order modulations. This can be attributed to the observation that the distributions of demapped LLRs significantly deviate from the Gaussian distribution that is assumed in conjunction with EXIT charts. A possible solution would be to form decoder EXIT charts, where the input LLR distributions follow the observed demapped 16-QAM LLR distributions instead of the ideal Gaussian distribution.

It was assumed that the turbo decoder’s constituent decoders exchange extrinsic information only between each other. If there were alternative activation schedules, where the constituent decoders could exchange information between themselves and the equaliser (or detector), the convergence analysis would be transported from a two-dimensional plane to a three-dimensional space. The performance prediction method would still be applicable, since the EXIT surfaces of both constituent decoders are independent of the channel realisation, meaning that their positions would remain fixed. The evaluation of the intersection probability would take place in two dimensions across the equaliser’s (or detector’s) surface, whose position is determined by the channel realisation.
Another practical research topic would be the inclusion of a channel estimator. In [149], the convergence of an iterative receiver, which included a least-squares channel estimator, was studied through EXIT analysis. With three iterative components, the convergence analysis would again be done in three dimensions. The decoder’s and channel estimator’s surfaces are independent, while the equaliser (or detector) surface’s position is determined by the channel realisation.

The performance prediction method has already illustrated considerable flexibility and superior speed in comparison to a traditional MC simulator. Some of the proposed future research topics are quite feasible, although admittedly arduous. Although a strict MU scenario was not considered in example cases, the horizontally encoded transmission mode is very close to it. The average powers of the tap delay profiles were identical, but this was only due to the rigidity of the channel simulator. If the performance predictions can exhibit similar dependability with additional features, it would be interesting to see how the prediction tool, or some of its detached features, would fare against system level simulators, which can be notoriously slow. As such, the prediction method, or its detached features, could help bridge the gap between the link and system levels.

The proposed LA algorithms are iterative and thereby arguably prohibitively complex from the implementation perspective. Therefore, it would be sensible to examine ways to reduce their computational complexity. One such possibility would relate to the receiver’s predictable error correcting capability that is independent of the chosen modulation. In AWGN channels, the coded BER and FER curves of different MCSs have very similar shapes [192, 217, 218, 220, 319]. This does not necessarily hold for frequency-selective fading channels. Interpreting the ETSI-A channel simulation results from [319], it seems that the code rate determines the shape of the FER graphs, while modulation, effectively the bit-to-noise ratio, determines their positions on the SNR axis. This observation could possibly be exploited when performing LA for SISO/SIMO or vertically encoded MIMO systems in spatially uncorrelated channels. If a few FER graphs for different code rates were computed off-line, the transmitter could adjust either its TX power or MCS rapidly. The rough TX power adaptation in Step A1-2 in Sect. 5.1.1 produces an FER of approximately 1/2. If the transmitter knew the shape of the FER curve, it would know how much it should adjust its power from that initial estimate to reach the target FER. If the transmitter had a set of FER graphs for different code rates and a particular modulation, it could approximate what MCS would reach the target FER and offer optimal throughput, given a particular SNR value. This approach
would not be compatible with horizontally encoded or MU-MIMO systems, where the SIC influences the shapes of the FER graphs.

The combination of horizontally encoded spatial multiplexing and HARQ may lead to more efficient channel usage [311], since HARQ transmissions are only required on a stream-wise basis. The proposed horizontal LA schemes only seek to attain the target FER for a singular transmission of a packet. It would be interesting to see what would happen to the system performance if the adaptive HARQ schemes that were developed for the vertically encoded scenario were applied in the horizontally encoded scenario. With the adaptive RR-HARQ scheme, the power levels of the parallel streams would vary. This, along with the altered decoder EXIT charts associated with the IR transmissions, makes the system performance unpredictable. Since the adaptive RR-HARQ scheme would reduce the average CAI and the adaptive IR-HARQ scheme would instantaneously lower the decoder EXIT charts, the stream-wise FERs of the initial transmissions would probably be lower than in the studied pure FEC case.

A major issue arises from the observation that even a limited feedback from the receiver that provides the transmitter with a CQI/LQM can potentially enable near optimal LA [176, 177]. If the computational complexity was reduced to a reasonable level, it would be worthwhile to study how the proposed LA techniques can be applied under imperfect CSIT. Currently, it would be highly impractical to iteratively adapt the appropriate TX parameters for each channel realisation.
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Appendix 1 PDF of the effective SINR for flat fading SISO and uncorrelated SIMO channels

When the distribution of $\theta$ is known, the distribution of $\hat{\beta}_k$ can be derived (see [320, Sect. 5-2]). Expressing $\theta$ with respect to $\hat{\beta}_k$,

$$\theta = \frac{\hat{\beta}_k \sigma_{\eta}^2}{1 - \Delta \hat{\beta}_k}.$$  \hfill (51)

The PDF of $\hat{\beta}_k$,

$$f_{\hat{\beta}_k}(\hat{\beta}_k) = \left( \frac{\partial \hat{\beta}_k}{\partial \theta} \right)^{-1} f_\theta(\theta) \hfill (52)$$

$$= \left( \frac{\sigma_{\eta}^2}{\sigma_{\hat{\beta}_k}^2} \left( \frac{1}{\Delta_{\theta} \theta + \sigma_{\eta}^2} \right)^{-1} \right)^{-1} \frac{\theta^{N_k-1}}{(N_k - 1)!} \exp(-\theta) \hfill (53)$$

$$= \frac{\hat{\Delta}_{\theta} \left( \frac{\hat{\beta}_k \sigma_{\eta}^2}{1 - \Delta \hat{\beta}_k} + \sigma_{\eta}^2 \right)^2}{\sigma_{\eta}^2} \frac{\left( \frac{\hat{\beta}_k \sigma_{\eta}^2}{1 - \Delta \hat{\beta}_k} \right)^{N_k-1}}{(N_k - 1)!} \exp \left( -\frac{\hat{\beta}_k \sigma_{\eta}^2}{1 - \Delta \hat{\beta}_k} \right) \hfill (54)$$

$$= \sigma_{\eta}^2 \left( \frac{\hat{\beta}_k \sigma_{\eta}^2}{1 - \Delta \hat{\beta}_k} \right)^{N_k-1} \frac{(1 - \Delta \hat{\beta}_k)^2}{(N_k - 1)!} \exp \left( -\frac{\hat{\beta}_k \sigma_{\eta}^2}{1 - \Delta \hat{\beta}_k} \right) \hfill (55)$$
Appendix 2 Reformulation of the effective SINR

The following lemma proves to be useful:

**Lemma:** Let \( \alpha \in \mathbb{C}^{N \times 1} \) \( \Xi \in \mathbb{C}^{N \times N} \) be an invertible matrix and \( \tau \in \mathbb{R} \). Then,

\[
a^H (\Xi + \tau \alpha \alpha^H)^{-1} = \left( 1 + \tau \alpha^H \Xi^{-1} \alpha \right)^{-1} a^H \Xi^{-1}.
\]

**Proof:**

\[
a^H \Xi^{-1} (\Xi + \tau \alpha \alpha^H) = a^H + \tau a^H (\Xi)^{-1} \alpha \alpha^H = \left( 1 + \tau a^H \Xi^{-1} a \right) a^H.
\]

Before proceeding further, (25) is rewritten for convenience,

\[
\hat{\beta}_{jk} = \hat{\Delta}_{a_j} \hat{P}_j \hat{\psi}_{k,j}^H \hat{R}^{-1}_j \left( \sigma^2 I_{N_k} + \hat{R}^j \hat{\Psi}_{-j,k} \hat{\Delta}_{a_j} - j \hat{P}_j \hat{\Psi}_{j,k}^H \hat{R}^j \right)^{-1} \hat{R}^j \hat{\psi}_{k,j}.
\]

Starting from (23),

\[
\hat{\beta}_{jk} = P_j \psi_{k,j}^H R^{-1}_j \left( \sigma^2 I_{N_k} + \hat{R}^j \hat{\Psi}_{-j,k} \hat{\Delta}_{a_j} - j \hat{P}_j \hat{\Psi}_{j,k}^H \hat{R}^j \right)^{-1} \hat{R}^j \hat{\psi}_{k,j}
\]

By defining \( \alpha \equiv \hat{R}^j \hat{\psi}_{k,j} \in \mathbb{C}^{N_k \times 1} \), \( \Xi \equiv \sigma^2 I_{N_k} + \hat{R}^j \hat{\Psi}_{-j,k} \hat{\Delta}_{a_j} - j \hat{P}_j \hat{\Psi}_{j,k}^H \hat{R}^j \in \mathbb{C}^{N_k \times N_k} \) and \( \tau = \hat{\Delta}_{a_j} \hat{P}_j \), and utilizing the Lemma above, (56) can be rewritten as

\[
\hat{\beta}_{jk} = P_j \left( 1 + \hat{\Delta}_{a_j} \hat{P}_j \psi_{k,j}^H \hat{R}^{-1}_j \left( \sigma^2 I_{N_k} + \hat{R}^j \hat{\Psi}_{-j,k} \hat{\Delta}_{a_j} - j \hat{P}_j \hat{\Psi}_{j,k}^H \hat{R}^j \right)^{-1} \hat{R}^j \hat{\psi}_{k,j} \right)^{-1}
\]

and

\[
\hat{\Delta}_{a_j} \hat{P}_j \left( 1 + \hat{\beta}_{jk} \right)^{-1} \hat{\beta}_{jk} \sim 1\left( 1 + \hat{\beta}_{jk} \right)^{-1} \hat{\beta}_{jk}.
\]

Then, (25) can be rewritten as

\[
\hat{\beta}_{jk} = \hat{\Delta}_{a_j} \hat{P}_j \psi_{k,j}^H R^{-1}_j \left( \sigma^2 I_{N_k} + \hat{R}^j \hat{\Psi}_{-j,k} \hat{\Delta}_{a_j} - j \hat{P}_j \hat{\Psi}_{j,k}^H \hat{R}^j \right)^{-1} \hat{R}^j \hat{\psi}_{k,j}.
\]

Proof completed.

\[\square\]
Appendix 3 PDF of the effective SINR for RX correlated flat fading MIMO channels

The PDF of $\hat{\beta}'_{jk}$ [167],

$$f_{\hat{\beta}'_{jk}}(\hat{\beta}'_{jk}) = \frac{1}{\sqrt{2\pi}} \exp \left( s_0 \hat{\beta}'_{jk} - I_{\text{erg}}(s_0) + I_{\text{erg}}(0) + \frac{v_1(s_0) + v_2(s_0)}{2} \right). \quad (60)$$

The terms within (26) and (60) are derived from [167], and are thereby largely the same. The differences arise from different scaling and the presence of $\hat{\Delta}_{a,j}$. Let $\hat{P}_j = \hat{\Delta}_{a,j} P_j N_R / \sigma^2_R$.

$$I_{\text{erg}}(s) = \sum_{i=1}^{N_R} \ln \left[ 1 + \frac{\lambda^R_i}{N_R} (s \hat{P}_j + r(s)) \right] + \sum_{j'=1 \atop j' \neq j}^{N_T} \ln \left[ 1 + \hat{P}_{j'} t(s) \right] - r(s) t(s), \quad (61)$$

$$r(s) = \sum_{j'=1 \atop j' \neq j}^{N_T} \frac{\hat{P}_{j'}}{1 + \hat{P}_{j'} t(s)}, \quad (62)$$

$$t(s) = \sum_{i=1}^{N_R} \frac{\lambda^R_i}{N_R} \frac{1}{1 + \frac{\lambda^R_i}{N_R} (s \hat{P}_j + r(s))}, \quad (63)$$

where $\lambda^R_i$, $i = 1, \ldots, N_R$, denote $R$'s eigenvalues, and $s_0$ is a saddle point value, which is defined such that

$$t(s_0) = \hat{P}_{jj}^{-1} \hat{\beta}'_{jk} \quad (64)$$

$$= \hat{P}_{jj}^{-1} \left( \frac{1}{1 - \hat{\Delta}_{a,j} \hat{\beta}'_{jk}} - 1 \right). \quad (65)$$

The remaining two terms,

$$v_1(s_0) = - \ln \left| 1 - M_{r,0} M_{r,0} \right| - \ln \left| 1 - M_{r,0} M_{r,0} \right| + 2 \ln \left| 1 - M_{r,0} M_{r,0} \right| \quad (66a)$$

$$v_2(s_0) = - \ln \left| \frac{\hat{P}_j^2 M_{r,0}} {1 - M_{r,0} M_{r,0}} \right|, \quad (66b)$$
where

\[
M_{r,0} = \sum_{i=1}^{N_r} \left( \frac{\lambda_i}{N_R} \right)^2, \tag{67a}
\]

\[
M_{t,0} = \sum_{n=1, j \neq j'}^{N_t} \left( \frac{\tilde{P}_j}{1 + \tilde{P}_j t(0)} \right)^2, \tag{67b}
\]

\[
M_{r,s_0} = \sum_{i=1}^{N_r} \left( \frac{\lambda_i}{N_R} \right)^2 \left( \frac{\lambda_i}{N_R} (s_0 \tilde{P}_j + r(s_0)) \right), \tag{67c}
\]

\[
M_{t,s_0} = \sum_{j=1, j \neq j'}^{N_t} \left( \frac{\tilde{P}_j}{1 + \tilde{P}_j t(s_0)} \right)^2, \tag{67d}
\]

\[
M_{r,\text{cov}} = \sum_{i=1}^{N_r} \left( \frac{\lambda_i}{N_R} \right)^2 \left( \frac{1}{1 + \frac{\lambda_i}{N_R} r(0)} \left( \frac{1}{1 + \frac{\lambda_i}{N_R} (s_0 \tilde{P}_j + r(s_0))} \right) \right), \tag{67e}
\]

\[
M_{t,\text{cov}} = \sum_{j=1, j \neq j'}^{N_t} \frac{\tilde{P}_j^2}{(1 + \tilde{P}_j t(0))(1 + \tilde{P}_j t(s_0))}, \tag{67f}
\]

\[M_{t,s_0}\] need not be actually calculated, since

\[v_1(s_0) + v_2(s_0) = -\ln \left| 1 - M_{r,0}M_{t,0} \right| - \ln \left| M_{r,\text{cov}} \right| + 2 \ln \left| 1 - M_{t,\text{cov}} \right|. \tag{68}\]

Reversing (24),

\[
\hat{\beta}_{j,k} = (1 - \hat{\Delta}_a \hat{\beta}_{j,k})^{-1} - 1. \tag{69}\]

The PDF of \(\hat{\beta}_{j,k}\),

\[
f_{\hat{\beta}_{j,k}}(\hat{\beta}_{j,k}) = \left| \frac{\partial \hat{\beta}_{j,k}}{\partial \beta_{j,k}} \right|^{-1} f_{\hat{\beta}_{j,k}}(\hat{\beta}_{j,k}) \tag{70}
\]

\[
= \frac{\hat{\Delta}_a}{1 - \hat{\Delta}_a \hat{\beta}_{j,k}} \frac{1 + \hat{\beta}_{j,k}'}{\sqrt{2\pi}} \exp \left( -s_0 \hat{\beta}_{j,k}' - I_{\text{erg}}(s_0) + I_{\text{erg}}(0) + \frac{v_1(s_0) + v_2(s_0)}{2} \right) \tag{71}
\]

\[
= \frac{\hat{\Delta}_a}{(1 - \hat{\Delta}_a \hat{\beta}_{j,k})^2 \sqrt{2\pi}} \exp \left( -s_0 \left( \frac{1}{1 - \hat{\Delta}_a \hat{\beta}_{j,k}} - 1 \right) - I_{\text{erg}}(s_0) + I_{\text{erg}}(0) + \frac{v_1(s_0) + v_2(s_0)}{2} \right). \tag{72}
\]
Appendix 4 Closed formed mean of the effective
SINR for uncorrelated MIMO channels

For vertically encoded MIMO, \( \tilde{\Lambda}_k = \tilde{\Lambda} I_{N_t} \) and \( P = N_t^{-1} I_{N_t} \). Assume that \( R = I_{N_t} \).

Then the frequency-bin-wise effective SINR after averaging over all the TX antennas

\[ \tilde{\beta}_k = N_t^{-1} \text{tr} \left\{ \sigma^2 \eta I_{N_t} + P^j \Psi_k^T \left( \tilde{R} \tilde{\Psi}_k \tilde{\Lambda} \tilde{P} \Psi_k^T \tilde{R}^T \right)^{-1} \tilde{R} \tilde{\Psi} P^j \right\} \]  

(73)

\[ = N_t^{-1} \text{tr} \left\{ \sigma^2 \eta I_{N_t} + P^j \Psi_k^T \left( \tilde{\Lambda} \Psi_k P \Psi_k^T \right)^{-1} \tilde{\Psi} P^j \right\} \]  

(74)

\[ = N_t^{-1} \text{tr} \left\{ \left( \frac{1}{\bar{\Delta}} I_{N_t} - \frac{1}{\bar{\Delta}} \left( I_{N_t} + \frac{\bar{\Lambda} \Psi_k P \Psi_k^T}{\sigma^2 \eta} \right)^{-1} \right) \right\} \]  

(75)

\[ = N_t^{-1} \text{tr} \left\{ \left( \frac{1}{\bar{\Delta}} I_{N_t} - \frac{1}{\bar{\Delta}} \left( I_{N_t} + \frac{N_t \bar{\Lambda} \Psi_k P \Psi_k^T}{N_t \sigma^2 \eta} \right)^{-1} \right) \right\}. \]  

(76)

In step (75), the Woodbury matrix identity was used, while in step (76), \( \Psi_k = N_t^{-1/2} \Psi_k \).

Although the distributions of \( \tilde{\beta}_k \) and \( \tilde{\beta}_{j,k} \) are not the same, \( E \{ \tilde{\beta}_k \} = E \{ \tilde{\beta}_{j,k} \} \), since the elements of \( \Psi_k \) are IID. Thus, \( E \{ \tilde{\beta}_k \} \) can be used to estimate \( \text{var} \{ \tilde{\beta}_{j,k} \} \). The limiting Stieltjes transform is used to evaluate the asymptotic eigenvalues of the complex Wishart matrix \( \Psi_k^T \Psi_k \). Their empirical distribution converges almost surely, when \( N_t/N_R = \zeta_{N_t} \xrightarrow{N_t \to \infty} \zeta \), to the Marčenko–Pastur law. Let \( \lambda_j^W, j = 1, \ldots, N_t \), denote the eigenvalues of the complex Wishart matrix \( \Psi_k^T \Psi_k \). Thus,

\[ E \{ \tilde{\beta}_k \} = \frac{1}{\bar{\Delta}} \left( 1 - \frac{1}{N_t} \sum_{j=1}^{N_t} \frac{1}{1 + \frac{N_t \bar{\Lambda}_j}{N_t \sigma^2 \eta} \lambda_j^W} \right). \]  

(77)

\[ = \frac{1}{\bar{\Delta}} \left( 1 - \int_0^\infty \frac{f_{\lambda^W}(\lambda^W)}{1 + \frac{N_t \bar{\Lambda}_j}{N_t \sigma^2 \eta} \lambda_j^W} d\lambda_j^W \right) \]  

(78)

\[ = \frac{1}{\bar{\Delta}} \left( 1 - \eta \frac{N_t \bar{\Lambda}_j}{N_t \sigma^2 \eta} \right) \]  

(79)

\[ = \frac{1}{\bar{\Delta}} \left( 1 - 1 + \frac{\mathcal{F} \left( \frac{N_t \bar{\Lambda}_j}{N_t \sigma^2 \eta}, \frac{N_t}{N_R} \right)}{4 \frac{N_t \bar{\Lambda}_j}{N_t \sigma^2 \eta} \frac{N_t}{N_R}} \right) \]  

(80)

\[ = \frac{\sigma^2 \eta}{4 \bar{\Delta}} \mathcal{F} \left( \frac{N_t \bar{\Lambda}_j}{N_t \sigma^2 \eta}, \frac{N_t}{N_R} \right). \]  

(81)
where \( F(\kappa_1, \kappa_2) = \left( \sqrt{\kappa_1 \left( 1 + \sqrt{\kappa_2} \right)^2 + 1 - \sqrt{\kappa_1 \left( 1 - \sqrt{\kappa_2} \right)^2 + 1}} \right)^2 \). The CLT was applied in step (78), while in steps (79) and (80), the \( \eta \)-transform from [321, Sect. 2.2.2] was used.
Appendix 5 PDF of LLR variance

Expressing $\hat{\beta}_j$ with respect to $\hat{\sigma}^2_{a,j}$,

$$\hat{\beta}_j = \frac{\hat{\sigma}^2_{a,j}}{4N_M + \hat{\Delta}_a \hat{\sigma}^2_{a,j}}. \quad (82)$$

Since the distribution of $\hat{\beta}_j$ was approximated as Gaussian with mean $E\{\hat{\beta}_{j,k}\}$ and variance $\text{var}(\hat{\beta}_{j,k})/L$, we have

$$f_{\hat{\beta}_j}(\hat{\sigma}^2_{a,j}) \approx \left| \frac{\partial \hat{\sigma}^2_{a,j}}{\partial \hat{\beta}_j} \right|^{-1} f_{\hat{\beta}_j}(\hat{\beta}_j) \approx \left( \frac{4N_M}{(1 - \hat{\Delta}_a \hat{\beta}_j)^2} \right)^{-1} \frac{1}{\sqrt{2\pi \text{var}(\hat{\beta}_j)}} \exp \left( -\left( \hat{\beta}_j - E\{\hat{\beta}_{j,k}\} \right)^2 \frac{2\text{var}(\hat{\beta}_j)}{L} \right) \quad (83)$$

$$\approx \left( \frac{1 - \hat{\Delta}_a}{4N_M + \hat{\Delta}_a \hat{\sigma}^2_{a,j}} \right)^2 \frac{1}{\sqrt{2\pi \text{var}(\hat{\beta}_j)}} \exp \left( -\left( \hat{\sigma}^2_{a,j} - E\{\hat{\beta}_{j,k}\} \right)^2 \frac{2\text{var}(\hat{\beta}_j)}{L} \right) \quad (84)$$

$$\approx \left( \frac{4N_M}{(4N_M + \hat{\Delta}_a \hat{\sigma}^2_{a,j})^2} \right) \frac{1}{\sqrt{2\pi \text{var}(\hat{\beta}_j)}} \exp \left( -\left( \frac{\hat{\sigma}^2_{a,j} - E\{\hat{\beta}_{j,k}\}}{2\text{var}(\hat{\beta}_j)} \right)^2 \right) \quad (85)$$

$$\approx \left( \frac{4N_M}{(4N_M + \hat{\Delta}_a \hat{\sigma}^2_{a,j})^2} \right) \frac{1}{\sqrt{2\pi \text{var}(\hat{\beta}_j)}} \exp \left( -\left( \frac{\hat{\sigma}^2_{a,j} - E\{\hat{\beta}_{j,k}\}}{2\text{var}(\hat{\beta}_j)} \right)^2 \right) \quad (86)$$
Appendix 6 FER computation formulae for a horizontally encoded or an MU-MIMO system with three or four spatial streams

When there are three spatial streams, the FER of the first stream,

\[
\tilde{\text{FER}}_1 = \left[ 1 - \hat{p}_2 (\hat{\gamma}_{ap}, \hat{\gamma}_{ap}, \hat{\gamma}_{ap} \mid \hat{\gamma}_{ap} = 0) \right] \cdot \\
\left[ 1 - \hat{p}_3 (\hat{\gamma}_{ap}, \hat{\gamma}_{ap} \mid \hat{\gamma}_{ap} \to 1) \right] \hat{p}_1 (\hat{\gamma}_{ap} \mid \hat{\gamma}_{ap} \to 1, \hat{\gamma}_{ap} \to 1) + \\
\hat{p}_3 (\hat{\gamma}_{ap}, \hat{\gamma}_{ap} \mid \hat{\gamma}_{ap} \to 1) \hat{p}_1 (\hat{\gamma}_{ap} \mid \hat{\gamma}_{ap} \to 1, \hat{\gamma}_{ap} \to 0) + \\
\hat{p}_3 (\hat{\gamma}_{ap}, \hat{\gamma}_{ap} \mid \hat{\gamma}_{ap} = 0) \left[ 1 - \hat{p}_3 (\hat{\gamma}_{ap}, \hat{\gamma}_{ap} \mid \hat{\gamma}_{ap} = 0) \right] \cdot \\
\left[ 1 - \hat{p}_2 (\hat{\gamma}_{ap}, \hat{\gamma}_{ap} \mid \hat{\gamma}_{ap} \to 1) \right] \hat{p}_1 (\hat{\gamma}_{ap} \mid \hat{\gamma}_{ap} \to 1, \hat{\gamma}_{ap} \to 1) + \\
\hat{p}_2 (\hat{\gamma}_{ap}, \hat{\gamma}_{ap} \mid \hat{\gamma}_{ap} \to 1) \hat{p}_1 (\hat{\gamma}_{ap} \mid \hat{\gamma}_{ap} = 0, \hat{\gamma}_{ap} \to 1) + \\
\hat{p}_3 (\hat{\gamma}_{ap}, \hat{\gamma}_{ap} \mid \hat{\gamma}_{ap} = 0) \hat{p}_1 (\hat{\gamma}_{ap} \mid \hat{\gamma}_{ap} = 0, \hat{\gamma}_{ap} = 0) .
\] (87)

\( \tilde{\text{FER}}_j, j = 2, 3, \) are calculated by changing the indexing.
For four spatial streams, the FER of the first stream,

\[ \tilde{\text{FER}}_1 \approx \left[ 1 - \tilde{\phi}_2 \left( P_{x_2}^{m}, P_{x_2}^{e} \mid P_{x_2}^{e} = 0, \tilde{P}_{x_2}^{e} = 0 \right) \right] \left[ 1 - \tilde{\phi}_2 \left( P_{x_2}^{m}, P_{x_2}^{e} \mid P_{x_2}^{e} = 1, \tilde{P}_{x_2}^{e} = 0 \right) \right]. \]

\[ \tilde{\phi}_2 \left( P_{x_2}^{m}, P_{x_2}^{e} \mid P_{x_2}^{e} = 0, \tilde{P}_{x_2}^{e} = 0 \right) = \left[ 1 - \tilde{\phi}_2 \left( P_{x_2}^{m}, P_{x_2}^{e} \mid P_{x_2}^{e} = 1, \tilde{P}_{x_2}^{e} = 1 \right) \right] \left[ 1 - \tilde{\phi}_2 \left( P_{x_2}^{m}, P_{x_2}^{e} \mid P_{x_2}^{e} = 0, \tilde{P}_{x_2}^{e} = 0 \right) \right]. \]

As before \( \tilde{\text{FER}}_j, j = 2, 3, 4 \), are calculated by changing the indexing.
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