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ABSTRACT
Here we use the PFSS model and photospheric data from Wilcox Solar Observatory, SOHO/MDI, SDO/HMI, and SOLIS to compare the coronal field with heliospheric magnetic field measured at 1 au, compiled in the NASA/NSSDC OMNI 2 data set. We calculate their mutual polarity match and the power of the radial decay, \( p \), of the radial field using different source surface distances and different number of harmonic multipoles. We find the average polarity match of 82% for the declining phase, 78%–79% for maxima, 76%–78% for the ascending phase, and 74%–76% for minima. On an average, the source surface of 3.25 \( R_S \) gives the best polarity match. We also find strong evidence for solar cycle variation of the optimal source surface distance, with highest values (3.3 \( R_S \)) during solar minima and lowest values (2.6 \( R_S \)-2.7 \( R_S \)) during the other three solar cycle phases. Raising the number of harmonic terms beyond 2 rarely improves the polarity match, showing that the structure of the HMF at 1 au is mostly wind rather simple. All four data sets yield fairly similar polarity matches. Thus, polarity comparison is not affected by photospheric field scaling, unlike comparisons of the field intensity.
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1. INTRODUCTION
The connection between the solar and the heliospheric magnetic fields has been an intriguing problem since the IMP 1 satellite first discovered the sector structure in the heliosphere (Ness & Wilcox 1964). The heliospheric magnetic field (HMF) is frozen in the solar wind plasma which, at its origins, is affected by the coronal magnetic field. The coronal magnetic field is difficult to measure, but the potential field source surface (PFSS) model (Altschuler & Newkirk 1969; Schatten et al. 1969) has long been used to estimate the coronal field from the measured photospheric field. The PFSS model is simpler than magnetohydrodynamic (MHD) models, but the large-scale configuration of the field calculated with the PFSS model is as good as the one calculated with MHD models (Wiegelmann et al. 2015). However, the radial component of the magnetic field in the PFSS model shows latitude dependence. The field is zero close to the neutral line, the coronal projection of the heliospheric current sheet (HCS), and grows toward higher latitudes. This is a weakness in the model, since the Ulysses measurements have shown that there is no latitude dependence (Smith & Balogh 1995).

In the PFSS model the coronal field is calculated up to the source surface distance \( r_s \), where the magnetic field lines are assumed to be radial. The classic source surface distance of 2.5 \( R_S \) \( (R_S \) is the radius of the Sun) was introduced by Hoeksema et al. (1983). However, some studies (Lee et al. 2011; Arden et al. 2014) suggest that the source surface distance should be treated as a free parameter.

In this paper we use the PFSS model and photospheric magnetic field measurements to calculate the coronal magnetic field and to compare it with the heliospheric magnetic field measured at the Earth’s orbit. We study the effect of varying the source surface distance and the number of multipoles in the spherical harmonic expansion on the coronal field and its prediction of the HMF at 1 au. We also use several data sets (WSO, SOLIS, MDI, HMI) of photospheric field observations and compare their predictions. The paper is organized as follows: In Section 2 we introduce the data sources used in the analysis and discuss our methods. In Section 3 we compare the modeled and observed HMF polarities, and in Section 4 the magnitudes of the radial component. In Section 5 we discuss our results, and we give our summary in Section 6.

2. DATA AND METHODS
We use photospheric data primarily from WSO (Wilcox Solar Observatory), but also from SOLIS (Synoptic Optical Long-Term Investigations of the Sun), MDI/\( \textit{SOHO} \) (Michelson Doppler Imager/Solar and Heliospheric Observatory), and HMI/SDO (Helioseismic and Magnetic Imager/Solar Dynamics Observatory). Table 1 lists the resolutions of the synoptic maps and the times and Carrington rotations included in the analysis. The way the synoptic maps are constructed from single measurements may have a small effect on the result of the coronal field. Another uncertainty is caused by the different coverage of solar polar regions by the observatories and the different methods in filling them. In this paper the synoptic maps have been preprocessed in the same way as in Virtanen & Mursula (2016).

The heliospheric parameters (solar wind and HMF) are retrieved from the NASA/NSSDC OMNI 2 data set. We use the hourly OMNI 2 data, which we smooth with a 25 hr running mean in order to remove daily variations. We require at least 7 hr of data for each running mean window, otherwise the hour is neglected. According to Lockwood et al. (2006), the time period should be chosen so that the small-scale structures originating during heliospheric propagation are averaged out but the large-scale, actual sector structure is not. Approximately 1 day averaging period was found to be a good compromise. The window of 25 hr corresponds to 13°/7 in Carrington longitude.

The main assumption of the PFSS model is that there are no currents between the photosphere and the source surface. The magnetic field is assumed to be radial in the photosphere and on the source surface. Field lines that pass the source surface are open outside the source surface and contribute to the HMF.

\footnote{1 ReSoLVE Centre of Excellence, Space Climate Research Unit, University of Oulu.}
The amount of open magnetic flux in the heliosphere depends on the source surface distance. If the source surface distance is small, more field lines will cross the source surface and the HMF will be stronger. On the other hand, if the source surface distance is large, more field lines will close within the source surface distance and the HMF will be weaker.

Mathematically, the assumption of no electric currents between the photosphere and source surface leads to the Laplace equation, which can be solved with spherical harmonics. The radial magnetic field (at distance $r$ from the center of the Sun, co-latitude $\theta$ and longitude $\phi$) then becomes (Altschuler & Newkirk 1969; Sun 2009)

$$B_r(r, \theta, \phi) = \sum_{n=1}^{n_{\text{max}}} \sum_{m=-n}^{n} P_n^m(\cos \theta) (g_{nm} \cos m\phi + h_{nm} \sin m\phi) \times \left( \frac{R_S}{r} \right)^{n+2} \frac{n + 1 + n(r/R_S)^{2n+1}}{n + 1 + n(R_S/r)^{2n+1}},$$

(1)

where $P_n^m(\cos \theta)$ are the Legendre polynomials, $n_{\text{max}}$ is the order of harmonic expansion, and $g_{nm}$ and $h_{nm}$ are the harmonic coefficients that are obtained from the photospheric maps as follows:

$$g_{nm} = \frac{2n + 1}{N_0 N_0} \sum_{i=1}^{N_0} \sum_{j=1}^{N_0} B_i(R_S, \theta_i, \phi_i) P_n^m(\cos \theta_j) \cos m\phi_j$$

(2)

$$h_{nm} = \frac{2n + 1}{N_0 N_0} \sum_{i=1}^{N_0} \sum_{j=1}^{N_0} B_i(R_S, \theta_i, \phi_i) P_n^m(\cos \theta_j) \sin m\phi_j.$$  

(3)

Here $N_0$ and $N_0'$ are the number of bins of the synoptic map in the latitudinal and longitudinal direction, respectively; $\theta_i$ is the co-latitude of the $i$th bin; and $\phi_j$ is the longitude of the $j$th bin. $B_i(R_S, \theta_i, \phi_i)$ is the measured radial component of the photospheric field in the bin $i,j$. Note that in Equation (1) the non-physical magnetic monopole term is not taken into account, since the first term in the calculation is $n = 1$ (dipole).

The PFSS model field is compared to the heliospheric magnetic field measured at 1 au. To do this, the HMF observations need to be traced back to the source surface by calculating the time delay of the solar wind propagation. We assume that solar wind fronts with different velocities do not interact with each other, i.e., that the solar wind speed profile depends only on the speed measured at 1 au. Figure 1 shows the time delay $\Delta t$ (in hours) from the corona to 1 au as a function of solar wind speed measured at 1 au for two different cases: using Parker’s solar wind speed profile (Parker 1958), or using a constant speed from corona to 1 au. The time delay is calculated by integrating the speed profile from source surface to 1 au. For each case, we have calculated the time delay using four source surface distances. Figure 1 also depicts the histogram distribution of solar wind speeds measured at 1 au.

As noted previously, the hourly resolution of solar wind speed has been smoothed to 25 hr running means.

Figure 1 shows a clear problem with Parker’s model: the time delay grows very large for low solar wind speeds, especially for the smaller source surface distances. The histogram shows that the lowest measured (smoothed) velocities are between 200 and 300 km s$^{-1}$, the minimum speed being 210 km s$^{-1}$. For a solar wind of this speed at 1 au originating from the source surface distance of 2.5 $R_S$, the time delay according to Parker’s model would be almost 2 years, which is unrealistically long. The reason is that in Parker’s model, the solar wind acceleration is very slow at small distances. On the other hand, for the constant solar wind speed model, the time delays are more reasonable and, naturally, almost independent of the source surface distance. For example, for the solar wind speed of 450 km s$^{-1}$ and $r_{\text{su}} = 1.5 R_S$, the delay is 4 days, and for 210 km s$^{-1}$, it is 8 days. For these reasons we use the constant solar wind speed model for tracing the magnetic field observed at 1 au to the source surface.

We have also tested if the coronal mass ejections (CME) have an effect on predicting the intensity and polarity of the HMF. We removed the hours of CMEs in the solar wind by using the classification of solar wind into three main types by Richardson & Cane (2012). However, this had a very small effect on the success of both intensity and polarity prediction (80% on average when CMEs are removed, compared to 79% when they are included). Therefore we do not remove the times of CMEs from the comparisons made in this study.

The procedure is as follows: we first determine the source surface coordinates of the origin of the field line measured at 1 au, and then calculate the PFSS solution at that point. The source longitude of the solar wind can be calculated, assuming that the solar wind moves radially outward after leaving the source surface. Then the source longitude is the longitude of the central meridian of the Sun at $t - \Delta t$. The source latitude is chosen to be equal to the Earth’s heliographic latitude at the time $t$. We select the Carrington rotation, including the emission time $t - \Delta t$, and calculate the harmonic coefficients with the correct photospheric synoptic map. With the harmonic coefficients we can obtain the PFSS coronal field value at the correct source latitude and longitude, with the chosen source surface distance. Then the coronal field and the corresponding heliospheric field at 1 au can be compared.

To account for the 25 hr smoothing in OMNI 2 data, for each hour at 1 au, we calculated the PFSS solution at 25 points with a longitudinal separation of 0°55 (corresponding to 1 hr), i.e., with longitudes ranging from $\lambda_0 - 12 \times 0°55$ to $\lambda_0 + 12 \times 0°55$. These 25 values were then averaged.
3. HMF POLARITY MATCH

3.1. Dependence on Source Surface Distance

We have calculated the polarity match percentage for each Carrington rotation by comparing the signs of the radial component of the magnetic field measured at 1 au and the coronal field. Only rotations which had more than 200 hourly data points in OMNI 2 data (i.e., data coverage of more than 30%) were included. We have also calculated a 13-rotation running mean (requiring a minimum of four rotations for each 13-rotation window) to get rid of a possible yearly variation that might result (e.g., from the vantage point effect; Virtanen & Mursula 2010).

Figure 2 shows the polarity match for WSO photospheric data with \( n_{\text{max}} = 9 \) and for several source surface distances: 1.5 \( R_S \), 2.5 \( R_S \), 3.5 \( R_S \), and 4.5 \( R_S \). The smallest source surface distance gives by far the worst match at almost all times, never yielding a better match than one of the larger source surface distances. The average polarity match over the whole data series for the source surface distance of 1.5 \( R_S \) is 69.48%. On the other hand, the percentages of the three larger source surface distances are typically very similar, with mutual differences remaining very small. The average polarity match calculated over the whole period is only slightly better for \( r_{ss} = 3.5 \ R_S \) (78.59%) than for 2.5 \( R_S \) (78.23%) or 4.5 \( R_S \) (77.91%).

We have further studied the variation of the overall polarity match for a larger range of source surface distances from 1.25 \( R_S \) to 8.5 \( R_S \), with a step of 0.25 \( R_S \). Figure 3 shows that the highest polarity match of 78.6% is reached with the source surface distance of 3.25 \( R_S \). At the source surface distance of approximately 2.25 \( R_S \), the polarity match reaches the level within two percentage points from the highest value, and after 5.75 \( R_S \) decreases below it. Note also that the decline of polarity match beyond the optimal distance is very slow, and remains above 70% even for the source surface distance of 8.5 \( R_S \).

Figure 2 shows large temporal variations in the polarity match percentage. The match seems to have at least one maximum during the declining phase of every solar cycle. (The bottom panel of Figure 2 shows the 13 month smoothed monthly sunspot number from 1976 to 2015 as a reference.) To assess this in a more quantitative way, Figure 4 shows the average polarity match percentage for each of the four phases of the solar cycle. We use the recently suggested solar cycle phase function (Maliniemi et al. 2014), which divides the solar cycle into four phases according to the sunspot minimum and maximum times (ftp://ftp.ngdc.noaa.gov/STP/space-weather/solar-data/solar-indices/sunspot-numbers/cycle-data/table_cycle-dates_maximum-minimum.txt; maximum of cycle 24 is taken to be in 2014 April; extended here until 2015 December). In the solar cycle phase function the sunspot minimum is defined to be 0° and the sunspot maximum 180°. The ascending phase and the declining phase are located between the minimum and maximum phases so that each phase of the solar cycle is 90° long.

Figure 4 shows that during the declining phase, the polarity match percentages are clearly higher for all \( r_{ss} \) values than during other cycle phases. The highest percentages in the declining phase, approximately 82%, are found for the two source surface distances of 2.5 \( R_S \) and 3.5 \( R_S \). During the other three solar cycle phases the average match percentages for the three largest source surface distances are approximately 78%–79% during maximum, 76%–78% during the ascending phase, and 74%–76% during minimum. The smallest source surface distance gives a significantly lower polarity match than the three larger source surface distances during all four solar cycle phases, but the difference is drastic during the minimum phase.

Using the previously mentioned 30 source surface distances (1.25 \( R_S \)–8.5 \( R_S \)) and the related match percentages, we have determined the optimal source surface distance for each Carrington rotation in the following way. Note first that despite the overall decrease of match percentages with increasing source surface distance beyond \( r_{ss} = 3.25 \ R_S \) (see Figure 3), the individual rotations may have very similar percentages for several \( r_{ss} \) values, some even fairly far from each other. Therefore we have selected the optimal source surface distance as the smallest \( r_{ss} \) value which is at most two percentage points lower than the highest value. The 13-rotation running means of
the optimal source surface distances are given in the upper panel of Figure 5. The largest optimal source surface distance of about 4.4 $R_S$ was reached in 1985 and 1986, during the minimum of solar cycle 21. The optimal source surface distance was also large in 1997, during the minimum of cycle 22, and in 2009, the minimum of cycle 23. Other peaks in the optimal source surface distance were found during the declining phase of all studied cycles (1982–1983, 1992–1993, 1995, 2003, 2015), and in 1978, during the ascending phase of cycle 21. The smallest value was 1.9 $R_S$ in 2005. Accordingly, the optimal source surface distances depict a rather large variation. Using the previously provided definition of cycle phases, the average optimal source surface distance is somewhat larger, about 3.3 $R_S$, during solar minima than in the other three phases where the optimal source surface distances are roughly equal (2.7 $R_S$ during maxima, 2.6 $R_S$ during the declining phase, and 2.6 $R_S$ during the ascending phase).
Finally we note that, unless the later declining phase of the ongoing cycle 24 will reverse the trend, the average optimal source surface distance during cycle 24 will remain smaller than during all previous cycles. This reflects, most likely, the weaker activity and polar field strength during cycle 24.

The lower panel of Figure 5 shows the polarity match percentages corresponding to the optimal source surface distances. Note that the temporal variation of the optimal source surface polarity match percentage greatly resembles that of the three larger $r_{ss}$ values depicted in Figure 2, although the average level is, naturally, somewhat higher in Figure 5 (about 83%) than in Figure 2 (about 78%). Similar to Figure 2, the highest peaks of Figure 5 are found during the declining phase.

Figure 5. Top panel: the 13-rotation running means of the optimal source surface distances calculated for each Carrington rotation for WSO data. Bottom panel: the 13-rotation running means of the rotational polarity match percentages corresponding to the optimal source surface.

Figure 6. The 13-rotation running means of the WSO rotational polarity match percentage ($r_{ss} = 3.5\, R_\odot$) for four different numbers of harmonic multipoles: $n_{\text{max}} = 1$ (black), $n_{\text{max}} = 2$ (red), $n_{\text{max}} = 3$ (turquoise), and $n_{\text{max}} = 9$ (purple).
3.2. Dependence on Harmonic Order $n_{\text{max}}$

Another parameter that affects the polarity match is the number of multipoles, $n_{\text{max}}$, in the spherical harmonic expansion of Equation (1). Figure 6 shows the polarity match calculated for four different values $1, 2, 3, \text{ and } 9$ of $n_{\text{max}}$ with WSO data and $r_\odot = 3.5 \ R_\odot$. Having nine multipoles gives the best average match percentage (78.55%), but the difference compared to three multipoles (78.35%) or even to two multipoles (77.49%) is very small. Only the dipole case ($n_{\text{max}} = 1$, average polarity match of 72.65%) is generally too coarse to give an equally good overall fit to the observed HMF polarity. However, note that there are certain periods (e.g., in 2001–2004) when the coronal field is very well approximated by the dipole term only. (Note that $n_{\text{max}} = 1$ includes the axial dipole $g_{10}$ and the two equatorial dipole terms $g_{11}$ and $h_{11}$, representing a tilted dipole field configuration). In fact, the highest (running mean) match percentage of 93% in the whole time series is found in 2003 using the dipole term only.

This comparison shows that the overall structure of the heliospheric magnetic field at 1 au is mostly rather simple and can be well described by only a few ($n_{\text{max}} = 2$–3) harmonic terms. Note, however, that the match is never perfect, but cannot be improved by raising the longitudinal detail of the harmonic expansion. This suggests that the PFSS method is not capable of reproducing all details of the actual coronal field, or that synoptic maps lose some essential factors of the photospheric field, or that other factors exist (e.g., reconnection) that modify the heliospheric field during its pass from the corona to 1 au.

3.3. Different Data Sets

We have also examined the effect of using different data sets. Figure 7 shows the polarity match for WSO, MDI, HMI, and SOLIS for $r_\odot = 3.5 \ R_\odot$ and $n_{\text{max}} = 9$. Until 1996 there are data only from WSO. There is a very good correspondence in polarity match between the different data sets, except in 1998 and 2000–2002 when the WSO polarity match is significantly lower than MDI polarity match. Interestingly, a recent study (Virtanen & Mursula 2016) found that WSO synoptic maps have problems (partly unknown earlier) exactly (and only) at these times. The good agreement between the four instruments at other times can be easily understood by a recent observation that the PFSS solutions based on the lowest harmonic coefficients are very similar in different data sets (I. Virtanen & K. Mursula 2016, in preparation). Therefore the fact that $n_{\text{max}} = 3$ is sufficient to produce the large-scale structure of the coronal field explains why we get very similar polarity match percentages for these data sets.

Between Carrington rotations 2008 and 2102 (from 2003 September to 2010 October), when there are simultaneous data from WSO, MDI, and SOLIS, the average polarity match percentages are, respectively, 79.3%, 79.3%, and 77.8%, showing that WSO and MDI yield an equally good average polarity match, while SOLIS performs slightly worse. For Carrington rotations from 2097 to 2177 (from 2010 May to 2016 June), when there are data from WSO, HMI, and SOLIS, the corresponding polarity matches are 77.6%, 77.6%, and 75.5%. Thus, WSO and HMI give a very slightly better polarity match percentage than SOLIS.

Zhao et al. (2006) obtained a slightly higher success rate for predicting the HMF polarity with MDI (86.2%) than with WSO (84.5%) or Kitt Peak National Observatory (85.5%) data during Carrington rotations 1911 and 2017 (from 1996 June to 2004 May). The polarity match we obtain for this period is 82.6% for MDI and 80.0% for WSO. The better match of MDI during this time is obviously due to the erroneous data in WSO during the previously mentioned years included in this interval.

We have also tested how the increasing number of multipoles affects the polarity match for SOLIS data, which has a considerably higher spatial resolution than WSO. The top panel of Figure 8 shows the SOLIS polarity match for four different $n_{\text{max}}$ values. It shows that while $n_{\text{max}} = 1$ gives a significantly lower polarity match, there is only a very small difference.

![Figure 7](image_url) The 13-rotation running means of the rotational polarity match percentages ($r_\odot = 3.5 \ R_\odot, n_{\text{max}} = 9$), calculated with photospheric data from WSO (purple), MDI (green), HMI (orange), and SOLIS (light blue).
between $n_{\text{max}} = 2$ and $n_{\text{max}} = 9$, and between $n_{\text{max}} = 9$ and $n_{\text{max}} = 20$ there is no difference at all. To be more quantitative about this, we have calculated the absolute difference of rotational polarity matches between two consecutive $n_{\text{max}}$ values, and then calculated the average over the whole SOLIS data period. The difference as a function of $n_{\text{max}}$ is plotted in a logarithmic scale in the bottom panel of Figure 8. Figure 8 shows that the decrease of the difference is roughly exponential. The difference between $n_{\text{max}} = 1$ and $n_{\text{max}} = 2$ is six percentage points, but between $n_{\text{max}} = 2$ and $n_{\text{max}} = 3$ it is only 1.6 percentage points, and between $n_{\text{max}} = 8$ and $n_{\text{max}} = 9$ it is only 0.002. After $n_{\text{max}} > 9$ there is no difference in the polarity match.

4. PREDICTING THE HMF RADIAL COMPONENT

The decay of the radial magnetic field component follows a power law

$$B_r(r) = B_r(r_{ss}) \left( \frac{r_{ss}}{r} \right)^p,$$

where according to Maxwell’s equations, the value of $p$ should be 2. This provides a simple tool to evaluate the accuracy of the strength of the HMF predicted by the PFSS model. Solving $p$ from the previous equation gives

$$p = \frac{\ln |B_r(1\text{au})/B_r(ss)|}{\ln (r_{ss}/1\text{au})}.$$

We have calculated the average of $p$ for each rotation. The 13-rotation running means of the rotational averages of $p$ are plotted in Figure 9 for four source surface distances from $1.5 R_S$ to $4.5 R_S$.

The smallest source surface distance of $1.5 R_S$ gives the highest values of $p$, and the $p$-values decrease systematically with source surface distance. The average $p$-value over the whole data period is 1.73 for the source surface distance of $1.5 R_S$, 1.51 for $2.5 R_S$, 1.37 for $3.5 R_S$, and 1.26 for $4.5 R_S$. This dependence of $p$ on source surface distance is expected since, as explained previously, a small source surface confines less of a coronal field inside the source surface, yielding a stronger open solar flux and a larger $p$-value to match with the HMF field at 1 au.

The power $p$ varies fairly systematically and quite strongly over the solar cycle, being highest at and soon after sunspot maxima and lowest during minima. A fairly similar cyclic variation is found for all four source surface distances. The solar cycle variation in $p$ is caused by the structural changes in the coronal magnetic field and, in particular, by the mean location of the heliospheric current sheet (HCS) over the course of the solar cycle, as explained by Mursula & Virtanen (2011).

During solar minimum the HCS is flat and the Earth is long located close to the HCS, so the source latitude of the observed HMF is close to the neutral line on the source surface. Since the PFSS field value is (excessively) weak close to the neutral line (see also the “Discussion” section), $p$ becomes smaller at these times.
Figure 10 shows a scatter plot of the rotational $p$-values and the absolute values of the HMF at 1 au. There is a significant positive correlation ($cc = 0.4440, p < 0.0001$), mainly driven by large field values of the maximum and declining phase. All data points during minimum show a rather low HMF value, whereas the high values occurred mainly during the maximum or the declining phase, reflecting the well known solar cycle variation of the HMF (Wang & Sheeley 2002; Zhou & Smith 2009).

Figure 11 compares the $p$-values for the four different data sets for $r_{ss} = 3.5 R_S$ and $n_{max} = 9$. A very similar long-term (solar cycle) evolution in $p$ is seen for all four data sets.
However, Figure 11 clearly shows that WSO yields a systematically lower \( p \)-value than the others. The average value of \( p \) \( (r_s = 3.5 \ R_S, n_{max} = 9) \) for WSO over its full data period is 1.37. For MDI, HMI, and SOLIS, the average of \( p \) over their full data periods is 1.60, 1.61, and 1.63. SOLIS also yields slightly larger \( p \)-values than MDI and HMI during the overlapping time. The effect of saturation during field observation is strongest in WSO, which causes the intensity level of WSO synoptic maps to be lower than for the other magnetograms (Riley et al. 2014; Virtanen & Mursula 2016). Saturation may occur if the magnetic field of the active region is very high; hence the Zeeman shifted spectral line will be outside of the spectrometer slit and cannot be detected. Moreover, with a low resolution, the size of one pixel may be significantly larger than the size of an active region, in which case most of the contribution to the spectral line comes from the low intensity magnetic field, called the filling factor. This makes the spectral line of the active region appear only at the wing of the spectral line of the filling factor, making it impossible to measure.

5. DISCUSSION

5.1. Polarity Match: Long-term Evolution

The temporal variability of the match percentage depicted in, for example, Figure 7 can be explained by the changes in the structure of the solar magnetic field and in particular of the HCS during the solar cycle. Figure 12 shows the WSO tilt angles of the HCS in corona, and Figure 13 shows the histogram plot for the yearly number of sector crossings detected at 1 au in OMNI 2 data, normalized by the OMNI 2 data coverage percentage. The number of observed sector crossings is obviously linked to the structure of the HCS, in particular its tilt. For example, during the declining phase, the number of sector crossings is relatively low, because of the dominant two-sector structure of the HMF, due to a tilted and fairly thin HCS. On the other hand, during solar minimum the number of sector crossings is large because the HCS is rather untitled, and the Earth repeatedly moves across the nearby HCS from one sector to the other.

Figure 7 (and other similar figures) shows low values of match percentages (most often local minima) during all solar minima, starting in 1977. After 1977, the polarity match increases during the ascending phase, when the HCS is becoming more tilted. There is a minimum in match in 1980, when the field configuration gets more complicated during the solar maximum. Figure 12 shows a tilt maximum and Figure 13 a high number of sector crossings at this time. The polarity match rises, thereafter, during the declining phase until 1984, in a good agreement with the decreasing tilt (Figure 12) and a decreasing number of sector crossings (Figure 13). During the declining phase, polar coronal holes extend toward the equator, making the HMF sector structure better defined. Surprisingly, the match percentage decreases dramatically from 1984 to 1985. Interestingly, this is exactly the time when the HCS starts being systematically shifted southward for about 3 years, marking the so-called bashful ballerina period (Mursula & Hiltula 2003; Zhao et al. 2005; Virtanen & Mursula 2016). (We will study the effect of the HCS shift in more detail in a separate paper; J. S. Koskela et al. 2016, in preparation.) The number of sector crossings is also large in 1985–1988. The polarity match starts to rise again after the minimum during the ascending phase, when the HCS activates, reaching a maximum in 1990. This development is coincided by the reduction of number of sectors from 1986 to 1990 (Figure 13). The match percentage is only weakly reduced in 1989, at the time of sunspot maximum, showing that the field structure may be rather simple even during sunspot maxima.

The development of the match percentage during the declining phase of cycle 22 is fairly complicated. Another peak in the percentage is found in 1994, simultaneous with a minimum in the number of sectors (Figure 13). However, this peak is surrounded by deep minima in 1992 and in 1995. (Later, there is another minimum around the sunspot minimum in 1996–1997). Also, the number of sector crossings is quite high in 1991 and 1992, which implies that the sector structure
was complicated. Figure 12 shows that the tilt of the HCS decreased very rapidly and quite early in the declining phase of cycle 22. We also note that the HCS was southward shifted in 1992–1995 (Virtanen & Mursula 2016), in agreement with decreasing match since 1992. However, the peak in 1994 is most likely related to the activation of the southern polar coronal holes at this time, as described by Mursula & Virtanen (2012).

After the minimum in 1997 the polarity match percentage rise again in the ascending phase, making a shallow (according to MDI) minimum at the sunspot maximum in 2001. The declining phase in 2002–2003 shows the highest polarity match percentages in the whole data series. In 2002–2003 the number of sector crossings was also very low; 2003 marks the lowest after 1984 (Figure 13). During this declining phase the HCS tilt angle was quite high (40°–50°), contrary to the previous cycle (Figure 12). There is another surprising drop in the match percentage in 2005–2006, which coincides with a small tilt angle (15°) and an increasing number of sector crossings. Similarly to the previous solar cycle there is another peak in polarity match percentage in the late declining phase, before the polarity match minimum of solar minimum in 2008–2009. Also, similar to that described earlier, these changes in polarity match are related to the HCS asymmetry, although the asymmetry in cycle 23 was overall less systematic at 1 au than in earlier cycles (Mursula & Virtanen 2011).

After the minimum in 2009, the match percentage again increases during the ascending phase of cycle 24. However, the reduction of a polarity match around the maximum of cycle 24 in 2012 and 2014 is exceptionally deep and long. Finally, during the early declining phase, the polarity match starts rising again.

5.2. Polarity Match: Number of Harmonics

Figure 6 shows that there is one long interval prior and during the minimum in 1985–1986 (and two shorter intervals at
other times) when the dipole \((n_{\text{max}} = 1)\) gives a clearly better polarity match than using a larger number of multipoles. Thus, during this minimum, the field at 1 au can be best approximated by a tilted dipole. However, the same situation is not valid during the other three sunspot minima, 1976–1977, 1996–1997, and 2009, when the \(n_{\text{max}} = 1\) case gives somewhat smaller match percentages than the higher \(n_{\text{max}}\) cases. This emphasizes the uniqueness of the solar minimum in the mid-1980s. This situation is most likely related to the fact (Richardson & Paularena 1997) that the HCS was exceptionally thin during this minimum, reflecting exceptionally strong polar fields. As during all minima, there were several sector crossings during these years (see Figure 13), reflecting the flatness of the HCS and the Earth’s proximity to the HCS. However, because of the exceptionally thin HCS, the HMF sectors were more clearly organized than during other minima, leading to a better polarity match.

The pure dipole field gives at least a slightly weaker match than higher \(n_{\text{max}}\) fields during most times in all ascending phases and all maxima. During the ascending phase, the dipole field is weakening and the higher multipoles start playing an increasing role. This is particularly clear during the last two ascending phases in 1998–1999 and in 2011–2012, and during the maximum in 1980, 2000, and in particular, during the last maximum in 2014 (see Figure 6). The large difference between the dipole and higher \(n_{\text{max}}\) cases since the maximum of cycle 23 is most likely related to the changes in sunspots and other magnetic elements observed at this time (Svalgaard & Hudson 2010; Lukianova & Mursula 2011; Clette & Lefèvre 2012).

Figure 8 shows that the polarity match percentages very rapidly approach to a limit value when increasing \(n_{\text{max}}\). In fact, the mean absolute difference in match percentage for SOLIS data (see Figure 8) between \(n_{\text{max}} = 2\) and \(n_{\text{max}} = 3\) is only 1.6 percentage points. Also, the limit value of match percentages is already reached for \(n_{\text{max}} = 9\), beyond which the coronal structure remains exactly the same. This dependence is partly due to the effective reduction of the higher harmonic terms in the coronal field by the powers of the ratio of the source surface and photospheric distances, partly by the implemented longitudinal smoothing (see Section 2), whereafter the longitudinal accuracy was reduced to 13°7.

Independently, the choices made by Zhao et al. (2006) also led to the fact that they did not see any change in the field after increasing the number of multipoles beyond nine with MDI data.

5.3. Polarity Match: Source Surface Distance

The lowest source surface distance of 1.5 \(R_S\) gives a significantly lower match, especially during all minima and ascending phases (see Figure 2). The two largest source surface distances of 3.5 \(R_S\) and 4.5 \(R_S\) give a better match percentage than 2.5 \(R_S\) or 1.5 \(R_S\), especially during the minimum in 1986–1987 (and less in 1995–1997). This is most likely related to the previously mentioned fact that the (single) dipole term matches best the field during this minimum (due to a record thin HCS). For a larger source surface distance, the higher harmonics are more strongly reduced, making the field effectively more dipolar. On the other hand, the source surface distance of 2.5 \(R_S\) gives the best match during the declining phase in 2005–2006.

Figure 5 shows the long-term variation of the optimal source surface distance. During solar minima, the low latitudes are dominated by large-scale coronal loops, which tends to raise the height at which the field becomes radial (i.e., the source surface distance). On the other hand, the coronal field during solar maxima consists of several smaller scale loops and small regions of open field intermingled, leading to a lower source surface distance at this time. On average the optimal source surface distance during solar maxima is about 2.7 \(R_S\), and during solar minima it is about 3.3 \(R_S\) (i.e., about 25% larger than during maxima).

5.4. Radial Field Component

The power \(p\) (see Figure 9) follows the solar cycle variation of the structure and intensity of the HMF. In particular, the flatness of the HCS and the proximity of the HMF field source to the HCS produce the minima of \(p\) during sunspot minima (Mursula & Virtanen 2011). The PFSS model gives low field values close to the neutral line because the field goes continuously to zero before changing its sign (Zhao & Hoeksema 1995). This latitude dependence of the radial component of the magnetic field is an artifact of the PFSS model.

The WSO data set gives a lower value for \(p\) (and thus a weaker coronal field strength) than the other data sets (see Figure 11). Scaling factors are needed when comparing synoptic maps from different observatories (Riley et al. 2014; Virtanen & Mursula 2016). Our results show that determining the value for \(p\) is dependent on both the data source and the chosen source surface distance. Accordingly, the total (unsigned) coronal flux also depends on them.

Lee et al. (2011) calculated the total unsigned open solar flux using MWO and MDI photospheric data and the PFSS model with different source surface distances, and compared it with the open solar flux measured at 1 au \((F = 4\pi(1\text{au})^2|B_2|)\). Based on this comparison, they obtained surprisingly small optimal source surface values for the two solar minima in 1996 and 2009 (1.8–1.9 \(R_S\) for MWO and 1.5 \(R_S\) for MDI). Arden et al. (2014) compared the total unsigned open solar flux at 1 au in and in corona in 1996–2012 using photospheric data from MDI and HMI. They concluded that the optimal source surface for the maximum of solar cycle 23 is 2.5 \(R_S\), and it increases toward the declining phase of the cycle. During the solar minimum in 2007–2008 they found the average optimal source surface of 3.28 \(R_S\). The optimal source surface distances found by Arden et al. (2014) for solar maxima and minima are in a very good agreement with those found here. On the other hand, the optimal source surface found here is significantly larger than that by Lee et al. (2011).

We note that there is a problem with determining the optimal source surface distance using the total open solar flux, as done by both Lee et al. (2011) and Arden et al. (2014). In this method the flux calculated at the source surface is dependent not only on the source surface distance, but also on the scaling of the magnetograms: if the magnetogram scaling factor is too small (large), also the source surface needs to be decreased (increased) in order to match the open solar flux value at 1 au. On the other hand, the polarity comparison used here is not affected by the magnetogram scaling and, as we have shown, not significantly on the number of multipoles, either. The only parameter that affects the polarity match is the source surface distance.

The open flux comparison is related to our \(p\)-value comparison. The difference is that the total open solar flux is
integrated over the whole source surface, whereas we do a ballistic comparison. While the calculation of the total open solar flux is not affected by the proximity to the HCS, the $p$-values are, due to the previously mentioned artifact of the PFSS model. Comparisons are also affected by the different data sets used: the absolute level of MDI and HMI synoptic map fields is higher than that of WSO.

6. SUMMARY

We have used the PFSS model to calculate the coronal magnetic field and to compare it with the heliospheric field measured at 1 au. The polarity prediction is best, on average, during the declining phase of the solar cycle (82%) because of the thin and tilted HCS, which gives a clear, mostly two-sector structure in the heliosphere. During the maxima the average polarity match is 78%–79%, whereas during the minima it is 74%–76%. We have calculated the polarity match and power of radial decay, $p$, of the radial field for WSO from 1976 to 2016, for MDI from 1996 to 2011, for HMI from 2010 to 2016, and for SOLIS from 2004 to 2016.

We have tested the effect of changing the model variables (source surface distance $r_{ss}$ and the number of multipoles $n_{max}$) on polarity match. We found the best polarity match for the source surface distance $3.25 \times R_S$ (78.6%). However, the $r_{ss}$ values between $2.25 \times R_S$ and $5.75 \times R_S$ yielded matches within two percentage points from the maximum. An average optimal source surface distance of about $2.7 \times R_S$ was obtained for solar maxima, whereas during solar minima the optimal source surface is higher, at about $3.3 \times R_S$. The overall polarity match does not much improve when the number of harmonic terms is raised beyond $n_{max} = 2$. However, there are a few time periods, the longest in 1985–1986, when the dipole ($n_{max} = 1$) alone best describes the coronal field due to an exceptionally thin HCS. All four studied data sets (WSO, MDI, HMI, and SOLIS) give a very similar time evolution and a fairly similar absolute level of polarity match predictions.

While all four data sets agree on the time evolution of $p$, WSO gives a significantly lower value for $p$ than the other three data sets. This shows that determining the value for $p$ is dependent not only on the source surface distance, but also on the data source. This complicates the comparisons of coronal field intensity obtained from different data sets, making the results on coronal fields and source surface distances data set dependent. On the other hand, results of optimal source surface distance based on polarity match, as done here, are more universal.
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