Dangerous relationships: biases in freshwater bioassessment based on observed to expected ratios

HEIKKI HAMALAINEN,1,5 JUKKA AROVIITA,2 JUSSI JVYSARIO,3 AND SALME KARKKAINEN4

1Department of Biological and Environmental Sciences, University of Jyväskylä, P.O. Box 35, Jyväskylä FI-40014 Finland
2Finnish Environment Institute, Freshwater Centre, PO Box 413, Oulu 90014 Finland
3Department of Ecology and Genetics, University of Oulu, P.O. Box 3000, Oulu FI-90014 Finland
4Department of Mathematics and Statistics, University of Jyväskylä, P.O. Box 35, Jyväskylä FI-40014 Finland

Abstract. The ecological assessment of freshwaters is currently primarily based on biological communities and the reference condition approach (RCA). In the RCA, the communities in streams and lakes disturbed by humans are compared with communities in reference conditions with no or minimal anthropogenic influence. The currently favored rationale is using selected community metrics for which the expected values (E) for each site are typically estimated from environmental variables using a predictive model based on the reference data. The proportional differences between the observed values (O) and E are then derived, and the decision rules for status assessment are based on fixed (typically 10th or 25th) percentiles of the O/E ratios among reference sites. Based on mathematical formulations, illustrations by simulated data and real case studies representing such an assessment approach, we demonstrate that the use of a common quantile of O/E ratios will, under certain conditions, cause severe bias in decision making even if the predictive model would be unbiased. This is because the variance of O/E under these conditions, which seem to be quite common among the published applications, varies systematically with E. We propose a correction method for the bias and compare the novel approach to the conventional one in our case studies, with data from both reference and impacted sites. The results highlight a conceptual issue of employing ratios in the status assessment. In some cases using the absolute deviations instead provides a simple solution for the bias identified and might also be more ecologically relevant and defensible.
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INTRODUCTION

Modern bioassessment and monitoring of aquatic ecosystems, partially stipulated by legislation (e.g., European Commission 2000), is increasingly grounded on the Reference Condition Approach (RCA; Bailey et al. 2004). In the RCA, biotic communities of ecosystems disturbed by humans are compared with a range of communities expected in similar ecosystems undisturbed or minimally disturbed by humans. In practice, the assessments are, again partially driven by legislative guidelines, based on selected metrics typically measuring structural characteristics of particular communities or assemblages of organisms. An ecosystem is considered impacted, and its ecological quality deteriorated, if the observed community metric values are not within the estimated natural variation or fall beyond a specified range of values among reference systems.

Reliable estimation of the expected (reference) values and their variability is an essential requirement for the RCA. There are several associated problems, some of which are conceptual and others more technical in nature (Bowman and Somers 2005, Stoddard et al. 2006, Hawkins et al. 2010a, Cao and Hawkins 2011, Nichols and Dyer 2013). In this contribution, we will draw attention to an apparently previously neglected technical problem, which is inherent in RCA assessments using ratios of observed (O) to expected (E) values of metrics or relative differences for measuring the condition of biota. The problem can potentially lead to severe bias in decision making and hence losses of either economic or natural resources in the management of individual ecosystems and at a more global scale.

The use of ratios for measuring deviance between observed and expected values is explicitly required by European legislation (European Commission 2000) and is integral in the now globally widely used assessments of proportion of observed to expected species (Clarke et al. 1996) or “taxonomic completeness” as a measure of biotic integrity of freshwaters (Hawkins 2006). Typically the expected values for metrics are estimated by models based on data from a representative sample of reference sites and using environmental predictor variables that are not affected by anthropogenic activities, thereby allowing estimation of E for sites that are subject to human disturbance and that differ in their natural characteristics (e.g., Clarke et al. 1996, Hawkins 2006). A predictive model for a continuous variable can be partially validated or checked for bias by regressing (preferably a set of new and independent) observed values (O) on the predicted values (here E) as follows (e.g., Mayer and Butler 1993)

\[ O = \alpha + \beta E + \epsilon \]

An ideal model should yield unbiased predictions (E) of values observed (O) in undisturbed conditions ($\beta = 1$, $\alpha = 0$) and a random error ($\epsilon$) independent of $E$. 
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This outcome (assuming reasonable $\varepsilon$, encompassing observation error) should be fully acceptable. When applied to new cases representing ecosystems subject to human disturbance, deviation of observed values $O$ from $E$ beyond some percentile of distribution of $\varepsilon$ could hence be justifiably considered a human effect. Indeed, Linke et al. (2005) used $O$ on $E$ regression to validate predictive models for assessing taxonomic completeness, and proposed acceptability ranges of $1.00 \pm 0.15$ and $0.00 \pm 1.5$ for the slope ($\beta$) and intercept ($\alpha$), respectively. These criteria might well be reasonable for this particular case, although the exact ranges proposed were by no means justified and seem arbitrary. Even though these specific benchmarks have been used or referred to by several authors since then (e.g., Chessett et al. 2008, Feio et al. 2014a, b, Rose et al. 2016a, b), or the approach applied apparently independently (e.g., Hargett et al. 2007), the common rationale still has been largely to neglect the actual $O$ on $E$ relationship and to relying mainly on the overall mean (bias) and variance or standard deviation (random error) of the $O/E$ ratio in model validation (e.g., Clarke et al. 1996, Aroviita et al. 2009).

Nevertheless, even if a model would fully satisfy the criteria suggested by Linke et al. (2005), or if the overall mean $O/E$ ratio would be close to 1, or both, there remains a risk of bias, which stems from using proportions ($O/E$) instead of actual $\varepsilon$ in decision making. For an ideal model (the latter equation) characterized above (Fig. 1a), average $O$ to $E$ ratio is (necessarily and as is desirable) constant ($O/E = 1$) across the full range of $E$. However, in the case of constant $\varepsilon$, dispersion of proportional error ($\varepsilon_{O/E}$) is no longer constant, but instead decreases with increasing $E$ (Fig. 1b). This is simply because $\varepsilon$ is proportionally smaller relative to $E$ (and $O$) with increasing $E$. As a consequence, the present rationale of using a fixed (e.g., 10th or 25th) percentile of the overall $\varepsilon_{O/E}$ distribution as a common threshold independent of $E$ (e.g., Clarke et al. 1996, Aroviita et al. 2010), would lead to a systematic error or bias in detecting deviance from natural variation. Sites that have naturally small metric values (small $E$) would be more likely than sites with large $E$ to be (incorrectly) judged impaired, whereas for sites with large $E$, a deviation of $O$ from $E$ greater than the actual reference variation would be required to indicate impact (Fig. 1c). This bias would be fully avoided only if the relative error or $O/E$ was constant for all sites, independent of $E$. This in turn would require variance of $O$ given $E$ to increase proportionally to $E^2$, that is, $\text{var}(O) = E^2 \sigma^2$. Then the variance of $O/E$ is $\text{var}(O/E) = 1/E^2 \times \text{var}(O) = \sigma^2$ (a constant) (Fig. 2a, b). Deviation from a slope of unity and/ or zero intercept in the $O$ on $E$ regression could also lead to error varying with $E$ and hence to differences between local and global error. These biases, alone or in variable combinations, might result in increased risk of mistaken decisions and thereby either to needless management actions and economic losses, or to unnecessary deprivation of natural resources, depending on the case.

In this contribution, we used simulated data together with selected real example data of our own case studies and from the literature to illustrate how the variability of proportional error ($O/E$) with $E$ and the resulting bias in detecting deterioration vary among models, depending on their properties. We then propose a unifying solution to correct the bias, also encompassing the bias that concerned Linke et al. (2005) when it exists. Using data from sites disturbed by humans, we illustrate the differences between classification outcomes based on the conventional and suggested novel decision rules for each of our sample model. We also draw attention to a conceptual issue related to using ratios instead of actual differences in assessments.

**Methods**

To demonstrate how the described bias varies with the properties of $O$ on $E$ relationship and to test the suggested novel method, we used simulated data. For the data simulations and all analyses that follow, we used R software (R Core Team 2017). We first generated a realization from a $O$ on $E$ regression model with coefficients $\alpha = 0$ and $\beta = 1$, and a constant variance, $\text{var}(\varepsilon) = \sigma^2 = 3^2$, by using the R function rnorm. We selected the value 3 to represent a typical $\sigma$ among the published models for the estimation of taxonomic completeness. We assumed that $O \sim N(\alpha + \beta E, \sigma^2)$. In practice, we used a set of fixed $E$ values from the interval $[10, 40]$ with the frequency of 0.50. For each $E$ value, we simulated five observed values ($O$) from a normal distribution with expectation $\alpha + \beta E = E$ and variance $\text{var}(\varepsilon) = 3^2$, resulting in 305 observations. When the true parameters $\alpha$, $\beta$, and $\sigma^2$ are known, as here, a new observation $O/E$ given $E$ as a linear transformation follows the normal distribution $N(\alpha + \beta E)/E$, $\sigma^2/E$ (Davison 2003, Hocking 2013). Then, the lower limit of a classical $(1-2p)$ prediction interval, that is the $p$ quantile, can be given by

$$\frac{(\alpha + \beta E)/E + z_p \cdot (1/E) \cdot \sqrt{\text{var}(\varepsilon)}}{C_1} = 1 + z_p \cdot (1/E) \cdot \sqrt{\sigma^2}$$

where $z_p$ is the $p$ quantile of a standard normal distribution (e.g., Hocking 2013, R function qnorm). Here the selected probability $p$ is 0.10 or 0.25, corresponding to 10% and 25% decision curves, respectively. We consider this curve the theoretical (true) $p$ decision curve (Fig. 1b), to serve in testing the correction method we suggest.

Second, to illustrate the (lack of) bias and to test the performance of the method with a different variance structure, we simulated similarly a realization from a regression model with coefficients $\alpha = 0$ and $\beta = 1$, but a variance $\text{var}(\varepsilon) = E^2 \sigma^2 = E^2 0.2^2$, where the value 0.2 corresponds to values obtained for real data. The lower limit of a classical prediction interval is now a constant

$$\frac{(\alpha + \beta E)/E + z_p \cdot (1/E) \cdot \sqrt{\text{var}(\varepsilon)}}{C_1} = 1 + z_p \cdot \sqrt{\sigma^2}.$$
of Finnish streams (Aroviita et al. 2009). Of several alternative models we used the best ranking version (SD of $O/E = 0.17$) based on the greater spatial scale, catchment characters and location as the predictors, and the threshold probability of species capture $P_t = 0.4$ (see Aroviita et al. [2009] for further details). The data set contains 96 reference (REF) stream sites and 134 non-reference or impacted (IMP) sites, subject to various human disturbances. The second data set (CS2) includes observed values of a lake profundal macroinvertebrate assessment metric PICM$_{DCA}$ and those predicted from sampling (lake maximum) depth by a simple linear regression model (Jyväskylä et al. 2014) for 79 Finnish REF lakes and 535 IMP lakes. For illustrative purposes, we polished these original data slightly by removing the most strongly deviating shallow (mean depth < 10 m) lakes (see Jyväskylä et al. 2012), retaining 68 and 431 REF and IMP lakes, respectively. The SD of $O/E$ for these reference data is 0.21. The third example (CS3) is similar to CS1, but for littoral invertebrates of Finnish lakes (J. Aroviita, H. Hämäläinen, J. Jyväskylä, H. Mykrä, and K.T. Tolonen, unpublished manuscript). A RIV-PACS type model using a random forest approach (Breiman 2001, Hawkins et al. 2010a) based on data from 118 REF lakes (SD of $O/E = 0.16$) was developed to predict fauna (with $P_t = 0.5$) from climate (annual maximum air temperature) and lake size (volume). There were also data from 142 IMP lakes. Furthermore, we selected two additional typical case studies from the literature on the taxonomic completeness of stream macroinvertebrates, with published statistics and graphs of the $O$ on $E$ regression. Based on the statistics and visual inspection of the graphs, these case studies, CS4 (Tsang et al. 2011) and CS5 (Hargett et al. 2007), represent near to constant and heteroscedastic variance of $O$ relative to $E$, respectively. They both also had a reasonable number of observations to allow modeling of the variance structure. These minor differences do not have any influence on the main results and conclusions. More generally, these selected models and their outputs represent realistic assessment applications comparable to others found from the literature, and are used to illustrate generalizable problems in interpreting $O/E$ ratios; and hence their specific details are unimportant in the present context.

The conventional approach to differentiate impacted sites from the reference sites is based on a given (typically 25% or 10%) overall quantile of $O/E$ values among the reference data (Clarke et al. 1996, Kilgour et al. 1998, Aroviita et al. 2010). In that case, and in order to treat all sites equally, the variance of $O/E$ should be constant and independent of the $E$ value. We expect this to be seldom, if ever, exactly true. To evaluate each example model in this respect, we plotted the $O$ to $E$ ratios and their 25% and 10% quantiles together with 95% confidence intervals on the $E$ gradient. The confidence intervals for the quantiles were obtained by a non-parametric bootstrap technique (Efron and Tibshirani 1993), for
which we drew 10,000 bootstrap replications from the rows of original data (R function sample).

For models with inconstant \(\hat{O}/\hat{E}\) variance, we propose a novel approach, which takes into account the variability in \(\hat{O}/\hat{E}\) ratio with \(\hat{E}\), and concomitantly the possible bias in \(\hat{O}\) on \(\hat{E}\) relationship, the concern of Linke et al. (2005). For simplicity, we assume a linear regression of \(\hat{O}\) on \(\hat{E}\) such that it follows approximately a Gaussian distribution with mean \(\alpha + \beta \hat{E}\) and variance \(\text{var}(\epsilon)\), later being constant or depending on the \(\hat{E}\) value. Furthermore, for simplicity, we assume each \(\hat{E}\) value to be fixed, as has been the convention in the previous related studies and as is a common practice in the evaluation of predictive models (e.g., Mayer and Butler 1993).

In the simplest case, let us assume that \(\alpha = 0\), \(\beta = 1\), and \(\text{var}(\epsilon) = \sigma^2\), from which it follows that \(\text{var}(\hat{O}) = \sigma^2\). The distributions of \(\hat{O}\) and \(\hat{O}/\hat{E}\), given \(\hat{E}\), are then

\[
N(\alpha + \beta \cdot \hat{E}, \sigma^2)
\]

(1a)

and

\[
N\left(\frac{\alpha + \beta \cdot \hat{E}}{\hat{E}}, \frac{\sigma^2}{\hat{E}^2}\right)
\]

(1b)

respectively. The latter distribution is based on the result of a linear transformation for a random Gaussian variable (e.g., Davison 2003).

For more complex cases, we consider the regression model with an inconstant variance given \(\hat{E}\), \(\text{var}(\hat{O}) = E^{2\delta} \cdot \sigma^2\), where \(\delta\) can be fixed (\(\text{var}(\hat{O}) = E^2 \sigma^2\) with \(\delta = 1\), for example), or non-fixed and unknown. The corresponding models of \(\hat{O}\) and \(\hat{O}/\hat{E}\) given \(\hat{E}\) are Gaussian models

\[
N(\alpha + \beta \cdot \hat{E}, E^{2\delta} \cdot \sigma^2)
\]

(2a)

and

\[
N\left(\frac{\alpha + \beta \cdot \hat{E}}{\hat{E}}, \frac{E^{2\delta} \cdot \sigma^2}{\hat{E}^2}\right)
\]

(2b)

respectively.

For \(\delta = 1\), the theoretical variance of \(\hat{O}/\hat{E}\) is constant \(\sigma^2\) and, with \(\delta = 0\), we obtain the first models (1a and 1b). Therefore, the most important part is the structure of the variance of \(\hat{O}/\hat{E}\) values. In the models 1b and 2b, the variance of \(\hat{O}/\hat{E}\) depends on the \(\hat{E}\) value if \(\delta\) is not equal to 1. Furthermore, the mean of \(\hat{O}/\hat{E}\) is not always 1 but can vary with \(\hat{E}\).

In our solution to obtain a corrected decision rule, taking into account the dependence of \(\hat{O}/\hat{E}\) variation on \(\hat{E}\), we first estimate the model 1a or 2a, that is, the regression model from \(\hat{O}\) and \(\hat{E}\) values in order to have estimates to be used in forming the latter model in 1b or 2b, the model of \(\hat{O}/\hat{E}\) values.
For the simulated data and for each case study, we first fitted separately three models with fixed \( \delta \) values (0, 0.5, and 1.0) by using the R function gls (based on generalized least squares function, e.g., Pinheiro and Bates 2000). The model with constant variance (1a, \( \delta = 0 \)) is obtained with gls function. The 2a models with fixed \( \delta \) values are obtained by updating the gls object with an option weights = \text{varFixed}(\delta = 0.5) or weights = \text{varFixed}(\delta = 1.0), respectively. We further used gls function with weights = \text{varPower}(\delta = -e), which also gives the estimate for the \( \delta \) of the general model (2a) above. Due to the non-nestedness of the models with fixed \( \delta \), they were compared using the log-likelihood (loglik, the greater, the better) and the Akaike Information Criterion (AIC, the smaller, the better)

\[
\text{AIC} = -2 \text{loglik} + 2npar
\]

where \( npar \) is the number of estimated parameters. We also compared the best model with estimated \( \delta \) (three parameters) to the model with an estimated \( \delta \) (four parameters) by using \( \chi^2 \) test. In the diagnostics part, we further checked the plot of fitted values vs. standardized residuals by using plot function for the output object of gls function.

Second, using results of the selected, best fitting regression model, we formulated the \( p \) decision curve from the classical prediction interval formula constructed such that the variance-covariance structure of regression coefficients and variance of the error are taken into account (e.g., Davison 2003, Gelman and Hill 2007, Hocking 2013), as follows. To construct the classical prediction interval, the variance of the predicted observation \( \hat{O} \) given \( E \) is needed, that is

\[
\text{var}(\hat{O}) = \text{var}(\varepsilon) + \text{var}(a + b \cdot E) = \text{var}(\varepsilon) + E^T \cdot \text{cov}(a, b) \cdot E
\]

where \( a \) and \( b \) are the estimated regression coefficients, \( E^T = [1 E] \) is the vector of one and the value \( E \), \( T \) stands for the transpose, and the matrix \( \text{cov}(a, b) \) is the covariance matrix of the estimated regression coefficients \( a \) and \( b \). Consequently, the variance \( \text{var}(a + b \cdot E) = E^T \cdot \text{cov}(a, b) \cdot E \) is needed due to estimation of \( \alpha \) and \( \beta \).

Then, in the case of constant variance (Eq. 1a), the lower limit of a classical \( (1-2p) \) prediction interval \( (p = 0.10 \text{ or } p = 0.25) \), that is the \( p \) quantile (10% or 25%) for a new observation \( O \) given \( E \) can be formulated (e.g., Davison 2003) as

\[
a + b \cdot E + t_{n-2}(p) \cdot \sqrt{\text{var}(a + b \cdot E)}
\]

where \( a + b \cdot E \) is the point prediction, \( s \) is the estimate of \( \sigma \), and \( \text{cov}(a, b) \) is replaced by its estimate \( \text{cov}(a, b) \). The latter term forms the standard deviation of the prediction \( \hat{O} \), \( t_{n-2}(p) \) is the \( p \) quantile of the \( t \) distribution with degrees of freedom \( n-2 \), and \( n \) is the number of observations in the data. Due to the estimation of \( \sigma \), a \( t \) distribution (R function qt) is used instead of a normal distribution.

When considering the ratios \( \text{O/E} \), instead of \( O \), the variance of the predicted observation \( \hat{O}/E \) given \( E \) is obtained from Eq. 3 after some small modifications

\[
\text{var}(\hat{O}/E) = \text{var}(\varepsilon/E) + \text{var}((a + b \cdot E)/E) = (1/E^2) \cdot \text{var}(\varepsilon) + E^T \cdot \text{cov}(a, b) \cdot E
\]

and expression 4 is updated as follows

\[
(a + b \cdot E)/E + t_{n-2}(p) \cdot (1/E) \cdot \sqrt{\text{var}(a + b \cdot E)}.
\]

The latter formula forms the estimated \( p \) decision curve as a function of \( E \) values, when variance of \( \varepsilon \) is constant.

In the case of inconstant variance, \( \text{var}(\varepsilon) = \sigma^2 \), equation 6 is slightly modified such that the term \( s^2 \) is replaced by \( E^2 \cdot \text{var}(a + b \cdot E) \) as follows

\[
(a + b \cdot E)/E + t_{n-2}(p) \cdot (1/E) \cdot \sqrt{E^2 \cdot \text{var}(a + b \cdot E)}
\]

where \( \delta \) is either fixed or estimated. If absolute differences \( (O-E) \) were used in the assessment, instead of \( \text{O/E} \) ratios, the formula 7 could be easily updated as follows

\[
(a + b \cdot E - E) + t_{n-2}(p) \cdot \sqrt{E^2 \cdot \text{var}(a + b \cdot E)}
\]

For each simulation and CS, based on the fitted Gaussian model 2a with non-fixed \( \delta \), we plotted the \( p \) decision curve formed by \( p \) quantiles of \( \text{O/E} \) values given \( E \), as calculated from the reference data. That is, we used equation 7, allowing the variance to be inconstant and we used both \( p = 0.10 \) and \( p = 0.25 \).

In addition, we plotted the 95% confidence intervals for the \( p \) decision curves, based on 10,000 bootstrap replicates, from the real data, as follows. For each bootstrap replicate, we first estimated the regression model (2a) and using the results of that model, \( p \) quantiles of \( \text{O/E} \) values were calculated for each \( E \) value with the equation 7. From the distributions of these percentage quantiles, we obtained their 2.5% and 97.5% quantiles, and thereby the 95% confidence intervals for each unknown \( p \) decision curve.

To quantify the potential bias or difference in decisions made by the conventional and the novel method, we calculated the proportion of IMP sites with differing classifications for the case studies 1–3. However, as these proportions are fully data specific and cannot be generalized or applied to any new observation or other data, we additionally evaluated and demonstrated the size of bias in a more generalizable way. For each simulation and CS, we first calculated the nominal \( p \) (overall 25% or 10%) quantile \( q_p \) from the data. Using the inverse of our approach, we were able to estimate and then plot the actual decision rule (quantile) given \( E \), in comparison with the assumed (25% or 10%) quantile \( q_p \).

The actual \( q \) (and \( p \)) to be used, conditional to \( E \), instead of \( q_p \), (and \( p_p \)) is solved as follows. Utilizing the general formula 7, the quantile of the \( t \) distribution \( t_{n-2}(p) \) is first solved from the expression

\[
(a + b \cdot E)/E + t_{n-2}(p) \cdot (1/E) \cdot \sqrt{E^2 \cdot \text{var}(a + b \cdot E)} = q_p
\]

where \( q_p \) is the overall \( p \) (25% or 10%) quantile of the \( \text{O/E} \) values (conventional approach). Using \( n-2 \) as the degrees
of freedom of the distribution, the corresponding probability \( p \) related to the quantile \( t_{n-2}(p) \) can be obtained using the pt function of the R software.

**Results**

For the simulated data with constant variance, the estimated parameter values of the regression line were \( a = 0.224, b = 1.009, \text{var}(\epsilon) = 2.963^2 \), when using known \( \delta = 0 \) (1a) and \( a = 0.219, b = 1.009, \text{var}(\epsilon) = E^{0.217}4.558^2 \), when using the estimated \( \delta = -0.138 \) (2a) (Fig. 1a). The model with four parameters (with the estimated \( \delta \)) has only marginally (and not significantly, \( P = 0.191 \)) greater log-likelihood, and as a more complex model, also higher AIC, when compared to the model with constant variance with \( \delta = 0 \) (Table 1). As mathematically necessary in these specific conditions, the variation in OE varies with \( E \), obviously increasing with decreasing \( E \) (Fig. 1b). We chose the model with estimated \( \delta \) to calculate the decision curves, but the curves obtained from the model with fixed \( \delta \) (not shown) are quite similar. The main difference is that the confidence intervals are wider when the \( \delta \) parameter of the variance is estimated. The calculated overall 10th and 25th percentiles, at the ends of the distribution, the corresponding probability \( \text{var}(\epsilon) \) of the estimated models with differing alternative error variance structures (Eqs 1a and 2a) for the two simulated data.

Table 1. Akaike information criterion (AIC) and log-likelihood (Loglik) of the estimated models with differing alternative error variance structures (Eqs 1a and 2a) for the two simulated data.

<table>
<thead>
<tr>
<th>Model</th>
<th>Simulation 1</th>
<th>Simulation 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma^2 )</td>
<td>1539.84</td>
<td>-766.92</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td>1575.82</td>
<td>-784.91</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td>1657.45</td>
<td>-825.72</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td>1540.13</td>
<td>-766.06</td>
</tr>
<tr>
<td>( \delta )</td>
<td>-0.138</td>
<td>0.960</td>
</tr>
<tr>
<td>( P )</td>
<td>0.191</td>
<td>0.702</td>
</tr>
</tbody>
</table>

**Notes:** The fixed \( \delta \) was used in the first three models and the non-fixed, estimated \( \delta \) in the fourth model. Also shown are the estimated \( \delta \) and the \( P \) of the \( \chi^2 \) test for the comparison of the loglik values in boldface type.

Table 2. AIC and log-likelihood of the three different models with fixed \( \delta \) and with estimated \( \delta \) for the CS1–5 data sets.

<table>
<thead>
<tr>
<th>Model</th>
<th>CS1</th>
<th>CS2</th>
<th>CS3</th>
<th>CS4</th>
<th>CS5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma^2 )</td>
<td>525.64</td>
<td>-259.82</td>
<td>121.78</td>
<td>-57.89</td>
<td>601.72</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td>518.15</td>
<td>-256.08</td>
<td>124.12</td>
<td>-59.06</td>
<td>594.89</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td>513.84</td>
<td>-253.92</td>
<td>128.48</td>
<td>-61.24</td>
<td>593.01</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td>515.03</td>
<td>-253.51</td>
<td>123.34</td>
<td>-57.67</td>
<td>594.95</td>
</tr>
<tr>
<td>( \delta )</td>
<td>1.317</td>
<td>-0.355</td>
<td>0.926</td>
<td>0.269</td>
<td>1.147</td>
</tr>
<tr>
<td>( P )</td>
<td>0.366</td>
<td>0.506</td>
<td>0.805</td>
<td>0.120</td>
<td>0.451</td>
</tr>
</tbody>
</table>

**Note:** Also shown are the estimated \( \delta \) and the \( P \) values of the \( \chi^2 \) test for the comparison of the loglik values in boldface type.

Table 3. The estimated regression parameter values (\( \mu \) and \( \delta \)) and variance, \( \text{var}(\epsilon) \), for CS1–5 with fixed \( \delta \) when the model with boldface AIC in Table 2 was chosen. Also shown are the number of reference sites (Nref) and impact sites (Nimp) for each CS.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>CS1</th>
<th>CS2</th>
<th>CS3</th>
<th>CS4</th>
<th>CS4</th>
<th>CS5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>1.498</td>
<td>-0.456</td>
<td>-0.237</td>
<td>0.625</td>
<td>0.452</td>
<td>0.170</td>
</tr>
<tr>
<td>( b )</td>
<td>0.882</td>
<td>1.233</td>
<td>1.019</td>
<td>0.987</td>
<td>1.008</td>
<td>1.001</td>
</tr>
<tr>
<td>( \text{var}(\epsilon) )</td>
<td>( E^{0.179}2 )</td>
<td>0.550</td>
<td>( E^{0.161}2 )</td>
<td>1.778</td>
<td>( E^{0.655}2 )</td>
<td>( E^{0.183}2 )</td>
</tr>
<tr>
<td>Nref</td>
<td>96</td>
<td>68</td>
<td>118</td>
<td>122</td>
<td>122</td>
<td>143</td>
</tr>
<tr>
<td>Nimp</td>
<td>134</td>
<td>431</td>
<td>142</td>
<td>142</td>
<td>142</td>
<td>142</td>
</tr>
</tbody>
</table>

**Note:** CS4 has two columns for two competing models, since AICs (Table 2) are almost the same.
However, for CS4, the best fitting model had the estimated $\delta$ between the fixed $\delta$ of two alternatives, which were almost as good. From that, we noticed that the shape of the decision curves is sensitive to $\delta$. Therefore, for each CS, we here selected the model with the greatest log-likelihood for plotting confidence intervals of decision curves, in order to take into account the uncertainty in the estimation of $\delta$.

For the CS1, despite the apparently rather constant $r$ (Fig. 3a), the model with fixed $\delta = 1$ fitted better than the other two options (greatest loglik) and was sufficient when compared to the model with estimated $\delta = 0.511$ (Table 2). Nonetheless, variance of $O/E$ did not vary greatly with $E$ (Fig. 3b). For the CS2 with apparently constant variance (Fig. 4a), the corresponding model with the fixed $\delta = 0$ fitted the best among the three options, as expected, and was sufficient when compared to the model with estimated $\delta = 0.355$ (Table 2). Also for the CS4 with apparently similar error pattern, a model with $\delta = 0$ fitted well, but the model with $\delta = 0.5$ was marginally better. The estimated $\delta = 0.269$ was in between of these fixed values and by both AIC and Loglik, the corresponding model was the best (Table 2). For both CS2 and CS4, there was a strong trend of decreasing variance of $O/E$ with increasing $E$ (Figs 4b, 6b). For the CS3 and CS5 showing increasing error variance with increasing $E$ (Figs. 3a, 5a), the model with $\delta = 1$ fitted the best (Table 2), as could be expected, and for them, there was no apparent trend in $O/E$ variation on the $E$ gradient (Figs 3b, 5b).

For the CS1, there is only a relatively small difference in the decision curves between the conventional (Fig. 3b) and novel (Fig. 3c) approaches. For small $E$, the modeled values, conditional to $E$, however, are slightly greater than the overall values for both quantiles. In contrast, for the CS2 (Fig. 4b, c) and CS4 (Fig. 6b, c), there is a remarkable

### Table 4. The estimated parameter values for CS1–5, when the model with non-fixed $\delta$ was chosen.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>CS1</th>
<th>CS2</th>
<th>CS3</th>
<th>CS4</th>
<th>CS5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>1.431</td>
<td>-0.420</td>
<td>-0.175</td>
<td>0.511</td>
<td>0.180</td>
</tr>
<tr>
<td>$b$</td>
<td>0.886</td>
<td>1.221</td>
<td>1.016</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>var($\varepsilon$)</td>
<td>$E^{0.630}$0.070^2</td>
<td>$E^{-0.670}$0.770^2</td>
<td>$E^{1.652}$0.199^2</td>
<td>$E^{2.536}$1.027^2</td>
<td>$E^{2.294}$0.124^2</td>
</tr>
</tbody>
</table>
difference in the decision curves. For both case studies, the modeled percentiles are substantially smaller than the overall percentiles for small \( E \) and in addition, the reverse is also true; for greater \( E \), the modeled percentiles are greater than the conventional percentiles. For the CS3 and CS5 with more inconstant variance, the conventional method corresponds quite well with the novel approach for both the 25% and 10% quantiles (Figs 5b, c, 7b, c), even though, for the CS5, there is a similar type of slight difference as in the CS1. The precision of the classical prediction formula \((a + bE)\) is known to be greatest at the mean of \( E \) values, and lower at small and high \( E \) values. Therefore the confidence intervals form a shape of an hourglass around the regression line. This is reflected in the confidence intervals of decision curves (Figs. 1d, 2d, 3–7c).

For each case study and percentile, the area between the two decision curves depicts the potential bias as within these regions the sites would be differently classified by the two approaches. For the particular set of IMP sites in the CS2 the proportion of sites differently classified was 12.5% and 9.5% for the 10% and 25% quantiles (Fig. 4d). For CS1 (Fig. 3d), the corresponding figures are 8% and 6% and for CS3 (Fig. 5d) only 2% and 1%.

Assuming the modeled \( O/E \) variance is even approximately correct as our simulations suggest, the actual 25% and 10% quantiles can differ greatly from the assumed quantiles in real case studies, depending on the \( E \) (Fig. 4e, 6d). For instance, for CS2 with \( E = 2 \) and using the traditional method and 25th percentile rule, broadly 45% of the reference sites (instead of the assumed 25%) would actually be judged impaired. In contrast, for the sites with high \( E \) greater than 4, the corresponding figure is even less than 10% (Fig. 4e). Thus, for such sites, a 10% decision rule would actually be used instead of the notional 25% rule. For the CS4, there is a similar difference for the 10th percentile, but less distinctive for the 25% percentile (Fig. 6d). For the other case studies the differences are much smaller, and for the 10% quantile for CS3 there is no difference at all (Fig. 5e).

**DISCUSSION**

We have shown that using predictive models to estimate expected values (\( E \)) for biotic variables and then a constant (e.g., 10th or 25th) percentile of overall observed (\( O \)) to expected ratio (\( O/E \)) distribution to differentiate impacted sites can lead to biased assessments. Even though we have here elaborated and exemplified the bias only for two percentiles commonly used as decision rules, the problem can be generalized to any others and to differing quality class boundaries based on percentiles of the overall \( O/E \) distribution. This bias will occur even for otherwise unbiased predictive models, if they show a constant prediction error (\( O/C0 \)) for all values of \( E \), a condition that should normally be considered optimal. In such cases, however, the variance of \( O/E \) ratio will not be constant but will decrease with increasing
E. This, in turn, will lead to a greater propensity of sites with small $E$ to have $O/E$ values falling beyond the critical percentile of overall $O/E$ distribution, and hence being mistakenly judged as impacted. For sites with a large $E$ in turn, there will mostly be a contrasting bias. The significance of this bias varies depending on the intercept, slope, and error parameters of the $O$ on $E$ relationship, but can be alarming, as shown for our CS2 and CS4 in particular. For the CS2 the intercept smaller than 0 and slope greater than 1, together making the small $O$ to be over-predicted and high $O$ under-predicted, actually strengthens the bias at the $O/E$ scale. Contrasting bias in the $O$–$E$ relationship ($a > 1$ and $b < 1$) would alleviate the bias at the $O/E$ scale, as perhaps for the CS1. In CS3 and CS5, error increased with $E$ and retained the relative error quite stable with $E$. In such cases, the bias can even be negligible.

We suggested a relatively simple method to check and overcome the described bias stemming from variable distribution of $O/E$ on $E$, and hence to produce more credible assessments of biotic condition in streams and lakes, when $O/E$ is used in decision making. Actually, this approach corrects not only the bias of our original primary interest, but also the bias related to deviation from a 1:1 relationship in $O$ on $E$ regression, about which Linke et al. (2005) were concerned. Given that the $O/E$ variance depends on $E$, the overall distribution of $O/E$, and thereby the critical percentiles of this distribution used in the traditional method, will be sensitive to the distribution of $E$ in the modeling data. For instance, if in the simplest case of $O$ on $E$ relationship with constant error, observations with high $E$ (and therefore smaller $O/E$ variance) would be more frequent than those with low $E$ in the data, it would increase the critical overall $O/E$ percentiles. This, in turn, would increase the likelihood of sites with lower $E$ values (and greater $O/E$ variance), to be in the lower tail of the $O/E$ distribution, and judged impaired, even if the original predictive model would suggest they were not. Hence, the severity of bias also depends on the sample distribution of $E$ in the modeling data. Our suggested correction, based on the modeled error distribution conditional to $E$, at least alleviates this potential problem.

In effect, in the case of constant variance in the $O$ on $E$ relationship, our bias correction broadly equates to decision rules based on fixed overall percentiles of actual deviations from the expectation or $O/E$. In such a case, a simple and straightforward approximate solution to overcome the described bias is to use a fixed overall percentile of actual, rather than relative difference as a decision rule, and to replace values of $E$ with the fitted values ($\hat{O} = a + bE$) from the estimated $O$ on $E$ regression model, when needed ($a \neq 0$ and/or $b \neq 1$). For instance, if this simple approach was applied to our simulation with constant error (Appendix S1: Fig. S1), and to CS4 with similar error pattern (Appendix S1: Fig. S3), nearly the same exact sites would fall beyond the 10th and 25th percentiles in the modeling data, as with the method we suggested for using $O/E$. The
percentages of cases classified differently were 1.3 and 1.6 for the simulated data and 0.8 and 0.8 for CS4 for 10th and 25th percentiles, respectively. Hence, the classification outcomes for independent data would also likely to be quite similar with these two methods. For CS2 with error pattern of the same type, classification based on fixed percentiles of \( O/C_0 \) (Appendix S1: Fig. S2) showed 94% and 98% match (for 10th and 25th percentiles, respectively) with our suggested general method for \( O/E \) ratio in the classification of the IMP sites. For the simulation data, the decision curves based on Eqs. 7 and 8 applied for \( O/E \) and \( O - E \), respectively, yielded identical classifications, as theoretically expected (results not shown). However, it might be argued, that similar proportional species loss (ratio of observed to expected species) for example, instead of absolute decrease in species richness should have similar ecological or societal significance and hence should be acceptable for all sites, independent of the number of expected species \( E \). This position is intuitively justifiable, but, as we have shown, might come at the expense of increased risk of erroneously classifying sites that do not differ from undisturbed sites as impacted, and classifying others actually deviating from the reference range as non-impacted. Moreover, it remains uncertain how closely the \( O/E \) ratio or taxonomic completeness (sensu Hawkins 2006) correlates with the actual species loss (Hawkins et al. 2010b), and whether this depends on the \( E \) or on the other hand, conceptually, whether indeed greater absolute (equal proportional) loss of species should be acceptable for more diverse ecosystems than for species poor. For instance, it is possible that a given absolute species loss reflects similar likelihood that a functionally important species is lost, independent of the total richness. The PICM metric of our second case study strongly and linearly correlates with the first axis of detrended correspondence analysis (DCA) on the macroinvertebrate community data among lakes (Jyväsjärvi et al. 2014). As the first DCA axis is proportional to the main gradient of \( b \)-diversity or species over-turn (Gauch 1982), this suggests that each unit change in the metric value corresponds to a fixed degree of change in community composition. Thereby, to rely on the actual rather than proportional PICM change or on the corrections as we suggest, might be justified even on purely ecological grounds. This is likely to be true for many other biotic indices or metrics.

One should also recall that predictive modeling is not the only method to derive \( E \) values. Another, widely used approach is estimating the expected values for groups of water bodies sharing similar natural features (e.g., Aroviita et al. 2008). Establishing reference values for such categorical types of streams and lakes currently is the widely used

---

**Fig. 6.** For the fourth data set, CS4: (a) the estimated relationship of the observed metric value \( O \) to the expected value \( E \); (b,c) the \( O/E \) ratio in relation to \( E \) for with decision curves of 25% (thin solid line) and 10% (thick solid line) quantiles, and their bootstrap 95% confidence intervals (dashed lines) for the reference data as based on the conventional method (b) and the novel method (c), and (e) the actual 25% (thin solid curve) and 10% (thick solid curve) quantiles based on the conventional method, when the assumed ones are 25% (thin dashed line) and 10% (thick dashed line) quantiles.
default in the European legislation (e.g., Hering et al. 2010, Birk et al. 2012). In this approach, the O/E variation is treated and decision rules typically set group-wise (instead of using global variance across all types) and thereby the potential dependence of variance of E, as here suggested for modeling approaches, is controlled for. However, this approach does not solve the conceptual issue of using ratios, has many other problems (Bowman and Somers 2005, Hawkins et al. 2010a, Hering et al. 2010) and when explicitly compared is inferior to modeling in performance (e.g., Aroviita et al. 2009).

A literature search showed that relatively few studies have reported the O on E regressions (Appendix S2: Table S1). Therefore it is impossible to assess how prevalent and severe the described biases might be in the proposed assessment systems and in those currently used. However, the reported estimates, including those in Linke et al. (2005), for the intercept and slope parameters are mostly close to and do not significantly deviate (when statistically tested) from 0 and 1, respectively, albeit there are some apparent exceptions (Appendix S1). None of the studies considered the error structure, but when the data were also presented graphically, the error variation appeared to increase, to be constant, or even to show a decreasing trend or curvature pattern along the E range. Hence, even though error increasing with E, a condition at least alleviating the bias, seems to be common for the taxonomic completeness or O/E metric in particular, other types of error structure and therefore some degree of bias are frequent, and should require careful attention. To our knowledge, only Mazor et al. (2016) have previously specifically addressed the dependence of O/E distribution on E. Interestingly, they reported a decreasing accuracy (proportion of reference sites with O/E > 10% percentile value) and decreasing precision (increasing SD of reference O/E) with decreasing E. These trends might actually be explainable by the phenomena we have described here.

For the developers of predictive models for the RCA assessments, we advocate at least, in addition to reporting the overall mean and variability of the O/E as presently habitual in model validation, also communicating statistics and preferably graphs of the O on E or O/E on E relationship, or both. This will allow both the authors and the audience to evaluate the risk of bias and need for correction. Even though the possible bias, as described, might often be relatively small compared to other sources of uncertainties, we consider it worth taking into account. Also, the use of either absolute or relative deviation from the expected to assess the biotic condition should preferably be explicitly

---

**FIG. 7.** For the fifth data set, CS5: (a) the estimated relationship of the observed metric value (O) to the expected value (E); (b,c) the O/E ratio in relation to E for with decision curves of 25% (thin solid line) and 10% (thick solid line) quantiles, and their bootstrap 95% confidence intervals (dashed lines) for the reference data as based on the conventional method (b) and the novel method (c), and (e) the actual 25% (thin solid curve) and 10% (thick solid curve) quantiles based on the conventional method, when the assumed ones are 25% (thin dashed line) and 10% (thick dashed line) quantiles.
justified. However, when ratios are used for legislative requirements or for other reasons and the O/E ratio varies with $E$, we strongly recommend decision curves estimated by the approach suggested (Eqs. 6–7) to be compared with the conventional decision lines. Also alternative methods can be developed. A simple approximate approach for at least detecting the possible bias and also partially solving it, might be calculating and using piecewise O/E percentiles, separately for different intervals of $E$ (see Mazor et al. 2016), or by using a “moving $E$ window,” when there are enough data to get credible estimates. More sophisticated (and perhaps more appropriate) statistical approaches directly modeling the uncertainty in $E$ by using joint distribution models of $O$ on $E$ should also be considered.
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