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Abstract — Accurate segmentation of optic disc (OD)

is significant for the automation of retinal analysis and

retinal diseases screening. This paper proposes a novel

optic disc segmentation method based on the saliency. It

includes two stages:optic disc location and saliency-based

segmentation. In the location stage, the OD is detected

using a matched template and the density of the vessels.

In the segmentation stage, we treat the OD as the salient

object and formulate it as a saliency detection problem.

To measure the saliency of a region, the boundary prior

and the connectivity prior are exploited. Then geodesic

distance to the window boundary is computed to measure

the cost the region spends to reach the window bound-

ary. After a threshold and ellipse fitting, we obtain the

OD. Experimental results on two public databases for OD

segmentation show that the proposed method achieves the-

state-of-the-art performance.

Key words — Retinal fundus, Optic disc segmentation,

Boundary prior, Region connection, Saliency measure.

I. Introduction

Nowadays, glaucoma, diabetic retinopathy, eye hyper-

tension and macular degeneration become the most com-

mon causes of visual impairment and blindness[1]. To

discover those retina related diseases early, potential pa-

tients are highly suggested to have regular inspections of

the retinal fundus, the unique part of the body where the

microcirculation can be observed directly. However, the

large population base and rapid speed of ageing contribute

to the increasing number of retinal diseases which in turn

greatly increases the workload of the ophthalmologists.

To reduce the labour intensity of the ophthalmologists,

the automation of retinal image analysis and retinal dis-

eases screening become emergent.

For the screening system, one of the most significant

procedure is the optic disk (OD) segmentation. The OD

in the retinal image always appears as bright yellowish

and elliptical region, from which low intensity vessels ex-

tend towards and around the fovea in a radial fashion

curving. On one hand, the OD provides important mani-

festations of the presence of glaucoma and hypertension.

For example, the cup-to-disk ratio is used for the assess-

ment of the progress of glaucoma[2,3]. On the other hand,

the location of the OD facilitates the detection of fovea[4],

exudate segmentation[5], etc.

Numerous works about the OD segmentation have

been proposed in the literature. In general, existing OD

segmentation methods take the shape prior and the ap-

pearance prior of the OD into consideration. For example,

Lalonde et al. first obtain the candidate regions using a

pyramid of Haar-based discrete wavelet transform, then

compute the Hausdorff distance between the edge map

of the candidate region and a circular template to search

the OD contour[6]. In [7], Lowell et al. propose to use

an invariant of Hu’ circular deformable model[9] to seg-

ment the OD after obtaining the location of the OD by

filtering with a specialised template. Roychowdhury et al.

directly use an ellipse to fit the convex hull of the candi-

date region which is obtained by a learnt classification[10].

In [11], region-based active contour model is proposed to

improve the segmentation on the range of OD instances,

in which rich features including the red colour channel

and texture representations by Gaussian filter and Gabor

filter are used. The snake combining smoothness, gradi-

ent magnitude and orientation, intensity information are

proposed, in which the edge points at each iteration are

updated according to their neighbours[12]. In [13], the ves-
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Figure 1: Examples for the OD location. (a) & (e): the input retinal images; (b) & (f): the intensity channel of the

retinal image; (c) & (g): the response images after convolution with the matched filter proposed by Lowell et al. [7];

(d) & (h): the vessel extracted from the retinal images. The OD locations obtained by Lowell et al. [7] are marked in

red circles while the OD locations obtained by the proposed method are marked in green circles.

sels in the retinal image are first segmented using graph

cut to localise the OD. Then two alternative methods are

proposed to segment the OD. One is the Markov random

filed (MRF) image reconstruction which removes the ves-

sels from the optic disk. The other is the compensation

factor method which incorporates the vessel information

into the graph cut formulation.

Those methods mainly focus on what the OD looks

like but ignore the information the background provides.

In this paper, we take both the priors about the OD and

the background into consideration. First, we localise the

OD in the retinal image by answering the question about

what the OD looks like. In this stage, the response of a

matched template is used to obtain the candidate loca-

tion of the OD, and the vessel density is computed for

the validation. Then we treat the OD as the salient ob-

ject in the OD window and formulate problem of the OD

segmentation as a problem of the salient object detection.

A saliency map is generated to indicate the probability of

a pixel belonging to the OD by answering the question

about what the background looks like. To this end, two

priors about the background regions are exploited. One

is the boundary prior which assumes that the regions on

the boundary of the OD window are background. This

is definitely true since the OD is located near the centre

of the OD window. The other is connectivity prior which

assumes that the background regions are smooth. So it is

much easier for the background regions to reach the win-

dow boundary than the OD regions. The difficulty degree

of a region reaching to the window is defined as saliency by

Wei et al.[14]. The less salient a region is, the more likely

it belongs to the background. In turn, the more salient a

regions is, the more likely it belongs to the OD. Finally,

by simple thresholding and ellipse fitting, we obtain the

OD. Note that though these two background priors are

widely used in salient object detection[15,16], they are still

novel to the OD segmentation.

In the remainder of this paper, we detail the proposed

method in Section II. Then we report the experimental

results in Section III. The final section concludes this pa-

per.

II. The Proposed Method

The proposed method includes two main processing

phases: 1) the OD location phase to localise the centre

of the OD; 2) the OD segmentation phase to segment the

OD based on the saliency estimation.

1. OD location

The OD only accounts for a small part of the whole
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Algorithm 1: OD location algorithm

Data: color retinal image f , the OD radius rOD, vessel map fV and vessel density threshold Tv
Result: OD location (xOD, yOD)

1 Extracting the red channel fR;

2 Obtaining the filter response map fLoG using Eq. 1;

3 Finding the candidate location using (xOD, yOD) = arg maxx,y fLoG(x, y) ;

4 Getting the candidate window Wcan size of 6rOD × 2rOD from fLoG and the corresponding window WV

containing vessels from fV ;

5 Computing the vessel density of Wcan using dv = |{j|∃i,WV (i,j)>0}|
6rOD

, where | · | calculates the element number in

the set ;

6 while dv < Tv do

7 set fLoG(x, y) = 0 if (x, y) belongs to the rOD × rOD patch centred on (xOD, yOD) ;

8 repeat from 3 to 5;

9 end

10 return (xOD, yOD);

retinal image. Thus estimating the location of the OD be-

fore the segmentation eliminates the adverse affects from

hard exudates, cotton wool spot and bright fringe etc. In

the retinal image, the OD is characterised as a high in-

tensity near-circular disk and low intensity blood vessels

extending towards and around the fovea in a radial fash-

ion curving. Motivated by the characteristics of the optic

disk, the RGB retinal image is first converted into HSI

image and the intensity component fI is extracted. Then

we filter fI with the matched filter proposed by Lowell et

al.[7]:

fLoG(x, y) = fI(x, y)⊗ (−LoG(x, y)) (1)

where ⊗ is the convolution operator and LoG(x, y) is the

Laplacian of Gaussian filter:

LoG(x, y) =
x2 + y2 − 2σ2

σ4
exp (−x

2 + y2

2σ2
) (2)

In the response map fLoG, the OD is enhanced. How-

ever, some regions, such as the large exudate (see Fig.

1(c)), the high contrast fringes (see Fig. 1(g)) also are

enhanced. To distinguish the OD from those regions, the

vessel density is computed. First, the location (xOD, yOD)

with maximum response is selected as the candidate OD

location. Then, to validate whether the candidate loca-

tion is on the OD or not, the main vessels are extracted by

thresholding the difference of diffusion map[8] with Otsu

threshold method. A 6rOD × 2rOD window Wcan centred

on (xOD, yOD) is extracted, and the vessel density dv is

computed. If its vessel intensity is greater than Tv which

is set to 0.8 × 6rOD in the experiments, it is selected as

the OD location. Otherwise, we set the response value at

(xOD, yOD) as well as the pixels around it as zeros, and

validating the next candidate OD location until the vessel

density of the candidate location is greater than Tv. This

procedure is detailed in Algorithm. 1. Fig. 1 shows the

effectiveness of the proposed OD location method.

2. Saliency − based OD segmentation

(1) Preprocessing

To eliminate the adverse affect from other bright struc-

tures such as the exudates and cotton wool spots, only

a 5rOD × 5rOD window W containing the OD and cen-

tred on (xOD, yOD) is considered. As previous methods

suggested, preprocessing is necessary prior to OD seg-

mentation for a more robust segmentation. The blood

vessels bring difficulties in accurate OD segmentation.

Thus before the OD segmentation, the vessels in the

OD window W are removed using group-based sparse

representation[16] followed by two close-open filtering.

Similar to [17], for an OD window whose red channel is

not saturated, we perform preprocessing in the red chan-

nel since the OD always appear with the high contrast

against its surroundings. For an OD window whose red

channel is saturated, it becomes difficult to segment the

OD from its surrounding background. In this case, we re-

place the red channel with the intensity component, then

perform preprocessing.

(2) Saliency-based OD segmentation

After the vessels are removed, there are two ways to

segment the OD. One is to directly segment it from the

OD window based on the appearance and shape priors

about the OD, which is widely adopted in the previous

methods. The other one is to estimate the background

according to the background priors, then in turn to seg-

ment the OD. In this paper, the second way is adopted

because the priors about background here are more ro-

bust.

As we have mentioned before, two priors can be ob-

served in the OD window W :

• the boundary prior: the regions on the OD window

boundary are background because the OD is located
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Figure 2: Examples for boundary prior and connectivity prior. (a) and (d) are the OD window. (b) and (e) are

the results of oversegmentation. For the purpose of clarity, the size of superpixels is about 200 pixels while in our

experiment it is set to 5. It is obvious that all of the superpixels in PB , i.e., the green lines go through, are background

while the superpixel set PF , i.e., the violet line goes through, contains both background and OD superpixels. Examples

for the shortest paths of the superpixels to the window boundary are showed in dotted lines. For the background

superpixels such as those the red stars locate, they can reach the window boundary easily due to the smoothness of

the background regions. But for the OD superpixels such as those the cyan stars locate, the costs to reach the window

boundary are high due to the abrupt changes between the OD and the background. (c) and (f) are the saliency maps.

near the centre of the OD window W ;

• connectivity prior: the background regions in the

OD window can easily reach to the window bound-

ary because of their high smoothness while the OD

regions are difficult to reach the window boundary

since they are located near the window centre and

always brighter than the background.

Leveraging these two priors about the background, the

geodesic distance to the image boundary is proposed to es-

timate the saliency of the region, which reflects the prob-

ability of a superpixel belonging to OD and in turn facil-

itates the OD segmentation.

For the OD window, only the region in FOV is con-

sidered. First, it is decomposed into superpixels using

SLIC[18], denoted by p1, · · · , pM . These superpixels are

divided into three disjoint subsets: (a) the superpixels lo-

cated on the OD window boundary, denoted as PB (e.g.

the superpixels the green lines go through in Fig. 2(b)

and Fig. 2(e)); (b) the superpixels which are adjacent to

the FOV mask boundary, denoted by PF (e.g. the super-

pixels the violet lines go through in Fig. 2(e)); (c) the rest

superpixels which are located in the FOV, denoted by Pin.

Then we build an undirected weighted graph G = {V, E},
where V = {p1, · · · , pM} is the superpixel set and E is the

edge set. There are two kinds of edges:

(a) Internal edges

Any two adjacent superpixels in Pin∪PF is connected

by an edge. Each superpixel is represented by its aver-

age Lab colour since the Lab colour space is designed to
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approximate human vision. The edge weight is defined

as the appearance dissimilarity between two adjacent su-

perpixels which is measured by the Euclidean distance

between their average colour features. The more different

two adjacent superpixels, the larger the weight of the edge

connecting them is.

(b) Edges between the superpixels in PF and PB

Since the OD can be located on the boundary of FOV

(see Fig. 2(d)), the superpixels located on the boundary of

the FOV can not be regarded as background directly. To

increase the connectivity between these superpixels and

the superpixels on the OD window, edges are added be-

tween the superpixels in PF and PB . Similarly, their edge

weights are computed in the same way as computed for

the internal edges.

To estimate the saliency for each superpixel pi in

{PF ∪Pin}, the geodesic distance from pi to the boundary

superpixel set PB is computed:

Sal(pi) = min d(pi, pj) s.t. pj ∈ PB (3)

where d(pi, pj) is the accumulated weights along the short-

est path from superpixel pi to superpixel pj ∈ PB :

d(pi, pj) = min
p1=pi,p2,··· ,pn=pj

∑n−1
k=1 cost(pk, pk+1)

s.t. (pk, pk+1) ∈ E
(4)

where n is the the length of the path from pi to pj , and

cost(pk, pk+1) is the edge weight.

After we obtain the saliency map Sal, the OD are

highlighted from the window. A simple Otsu threshold

operator is used to obtain the binary OD segmentation.

As the OD region exhibits as an ellipse shape, we fit the

OD segmentation to an ellipse function to smooth the

boundary of the segmented OD.

III. Experiments and Results

1. Data sources
The validation of the proposed method is car-

ried out on two public databases: DRISONS[19] and

MESSIDOR[20]. DRISONS[19] contains 110 retinal fun-

dus images size of 600×400. Those images were collected

from 55 patients, among which 23.1% patients had glau-

coma and 76.9% patients had eye hypertension. Their

boundaries are labelled by two specialists. MESSIDOR[20]

includes 1200 retinal fundus images, which were captured

with a 45 degree field of view using eight bits per color

planes at 1440 × 960, 2240 × 1488 or 2304 × 1536. Both

normal images and diabetic retinopathy images are in-

cluded. Each image was manually delimited by experts

from the University of Huelva[20].

2. Evaluation metrics
Following Morales et al.[20], we use the following met-

rics to evaluate the proposed method: (1) Jaccard’s co-

efficient JC: measuring the overlapping degree between

the ground truth AG and the segmented OD region AS

by JC = |AG ∩AS |/|AG ∪AS |; (2) Dice’s coefficient

DC: describing the similarity between AG and AS by

DC = 2 × |AG ∩ AS |/(|AG| + |AS |); (3) Accuracy Ac:

counting the fraction of pixels that are correctly classified;

(4) True positive fraction TPF: computing the fraction of

OD pixels that are corrected segmented; (5) False positive

fraction FPF: computing the fraction of segmented pixels

that are incorrectly segmented.

Figure 3: Examples for the OD segmentation. The 1st

row: the input OD windows; the 2nd row: the results

after preprocessing; the 3rd row: the saliency maps; the

4th row: the visualisation of the final results where the

green contours are obtained by our method and the yellow

contours are labelled by ophthalmologists.

3. Results and comparisons
To demonstrate the effectiveness of the proposed

method, we test our method on two public datasets. Ta-

ble. 1 and Table. 2 report the results and the compar-

isons to the previous methods on two datasets. On the

DRISONS dataset, we take the OD mask labelled by the

first specialist as ground truth, and the segmentations by

the second specialist are also compared with the ground

truth to obtain inter-expert differences, which is reported

in the first row in Table. 1. From the two tables, it can be

seen that the proposed method outperforms the previous

methods. Especially, it achieves 88.15% of JC and 95.27%

of TPF on DRISONS, which increases the JC by 3.90%

and TPF by 2.46% comparing to Morales et al. [21]. On

MESSIDOR, the proposed method achieves 84.83% of JC

and 93.77% of TPF, which is better than Morales et al.

[21] by 2.55% and 0.77% in terms of JC and TPF respec-

tively. Morales et al. [21] oversegment the OD window us-

ing a stochastic watershed transformation, then discrim-

inate the OD segment according to the mean intensity.
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Table 1. Comparisons with the state-of-the-art methods on the DRISONS dataset

Methods JC S Ac TPF FPF

second observer 0.9202 (0.0455) 0.9578 (0.0265) 0.9970 (0.0017) 0.9498 (0.0537) 0.0012 (0.0009)

Walter et al. [22] 0.6227 (0.3695) 0.6813 (0.3854) 0.9689 (0.0492) 0.6715 (0.3980) 0.0210 (0.0417)

Morales et al. [21] 0.8424 (0.0074) 0.9084 (0.0982) 0.9934 (0.0051) 0.9281 (0.1177) 0.0040 (0.0041)

Ours 0.8815 (0.0808) 0.9348 (0.0524) 0.9960 (0.0032) 0.9527 (0.0470) 0.0026 (0.0032)

Table 2. Comparisons with the state-of-the-art methods on the MESSIDOR dataset

Methods JC S Ac TPF FPF

Morales et al. [21] 0.8228 (0.1384) 0.8950 (0.1056) 0.9949 (0.0050) 0.9300 (0.1239) 0.0035 (0.0041)

Yu et al. [17] 0.83 N.A N.A N.A N.A

Roychowdhury et al.[10] 0.8373 (0.095) N.A 0.9956 (0.001) 0.9043 (0.072) 0.0018 (0.0008)

Ours 0.8483 (0.1204) 0.9119 (0.0946) 0.9981 (0.0021) 0.9377 (0.0901) 0.0012 (0.0019)

Table 3. The percentage in different overlapping score intervals

of different methods on the MESSIDOR dataset

Methods JC≥ 0.9 JC≥ 0.85 JC≥ 0.75 J≥ 0.7

Yu et al. [17] 25 45 77 77

Roychowdhury et al. [10] 20 47.56 82.85 96.72

Ours 39.50 64.50 85.58 90.92

They only take the grey channel into consideration but

ignore the discriminativeness of the colour information.

In the proposed method, the Lab colour feature and two

background priors are considered, which may be the rea-

son that the proposed method outperforms Morales et al.

[21].

Table 3 shows the percentage in different overlapping

score intervals of the proposed method and two previous

methods on MESSIDOR dataset. The proposed method

outperforms the other two methods when JC ≥ 0.75. But

the percentages of images the proposed method obtains

in the interval JC ≥ 0.70 is 90.92% which is inferior to

Morales et al. [22] by 5.8%. The reason may be that our

method fails when there is large appearance difference be-

tween the superpixels in the OD.

IV. Conclusion

This paper proposes a saliency-based OD segmentation

method, in which the OD is regarded as the salient ob-

ject. It includes two stages: the OD location stage and

saliency-based OD segmentation stage. In the OD loca-

tion stage, the candidate location is provided via filtering

the grey channel of the retinal image with Laplacian of

Gaussian filter and further validated by the vessel inten-

sity. Then two priors are used to compute the saliency for

OD segmentation. By directly thresholding the saliency

map and fitting the segmented map with an ellipse, we

obtain the final OD segment. The proposed method is

completely automatic. It is simple but effective for op-

tic disc segmentation. The experimental results on two

public datasets show that our method achieves the state-

of-the-art performances.
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