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Abstract—The rapidly increasing demand in indoor small cell networks has given rise to the concept of local 5G operator (OP) for local service delivery. In this regard, we develop a novel game-theoretic framework with geometric programming to model and analyze cache-enabled small cell base stations (SBSs) with infrastructure sharing for local 5G OP networks. In such a network, the local 5G OP provides wireless network in indoor area and rent out the infrastructure which are RAN and cache storage to multiple mobile network operators (MNOs) while guarantee the quality-of-experience (QoE) at the users (UEs) of MNOs. We formulate a Stackelberg game model where the local 5G OP is the leader and the MNOs are the followers. The local 5G OP aims to maximize its profit by optimizing its infrastructure rental fee, and the MNOs aim to minimize their renting cost of infrastructure by minimizing the “cache intensity” subject to latency constraint at each UE. Here, the cache intensity is defined as the product of the number of SBSs per unit area and the number of popular files stored in each SBS. The optimization problems of the local 5G OP and the MNOs are transformed into geometric programming. Accordingly, the subgame perfect equilibrium of Stackelberg game is obtained through the successive geometric programming (SGP) method. Since the MNOs share their rented infrastructure, for cost sharing, we apply the concept of Shapley value to divide the cost among the MNOs. We show that the cost sharing problem can be mapped into a simplified “airport runway cost sharing problem”, in which the Shapley value can be computed efficiently. Finally, we present an extensive performance evaluation that reveals interesting insights into designing resource sharing with edge caching in local 5G OP networks.
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I. INTRODUCTION

A. Motivation

The 5G and beyond 5G (B5G) technologies will need to support extremely diverse use-cases for example, (i) Extreme mobile broadband (xMBB) with data rates up to several Gbps, more videos, more live streaming and reliable broadband access over large coverage areas. (ii) Massive machine type communications (mMTC) which is a service category consisting of sensing, tagging, and monitoring require high connection density. (iii) Ultra reliable low latency (uRLLC) which is a service category to support the latency-sensitive services such as, remote control, autonomous driving car and tactile Internet [2]. Industrial, manufacturing companies, sport arenas and smart hospitals cannot completely rely on unlicensed wireless band. Also, traditional macro cellular networks deployed by the mobile network operators (MNOs) is insufficient to rapidly serve the UEs in an indoor area with the quality of experience (QoE)/quality of service (QoS) guaranteed.

Since 80% of traffic of the above applications is generated from indoor areas [2], the new business model of the MNOs needs to be developed for local service delivery with specific requirements in indoor [3]–[5]. In this regard, the most prominent and efficient solution is the deployment of local 5G operator (OP) as to offer services in specific indoor with locally licensed spectrum. The local 5G OP business model becomes very promising in ultra dense networks deployment as (i) reduce the network total cost of the MNOs and (ii) the UEs can be served with the QoE/QoS satisfied. The facility owner with the capability of deploying small cell base stations (SBSs) in an indoor with licensed band can become local 5G OP [6]–[7]. Recently, Qualcomm has proposed the concept of local 5G services for industrial automation with reliability/latency satisfied [8]. The overview of local infrastructure provided by the local 5G OP (micro-OP) to serve IoT devices was studied in [9].

The local 5G OP can serve the MNO’s UEs with licensed bands while renting out the SBSs to the MNOs. In this regard, the resource/network virtualization will be implemented for the local 5G OP to reduce capital expenditure (CAPEX) and operational expenses (OPEX) and improve network resource utilization. Furthermore, the deployment of local 5G OP can support the possible use cases of B5G, for example, using short-range communication in high frequencies of licensed band to provide extreme data rate in indoor areas, i.e., terabit/sec for downlink transmission [10]. Under the IEEE 802.15 standard, the data rate 100 gigabit/sec is enough for virtual/augmented reality and kiosk for a single UE, however, it is not enough for multiple simultaneous UEs and instantaneous large file download. Therefore, local 5G OP with proper infrastructure is essential to serve UEs with such a very high data rate.

However, none of the existing work has formally formulated the business model of local 5G OP and multiple MNOs using...
The majority of the above work consider neither infrastructure sharing (i.e., virtualization of network resources) nor the latency constraint at the UE in the context of local 5G OP with edge caching. Also, only deterministic channel models with caching are considered, e.g., in [16]–[19]. We therefore significantly extend the existing work by developing a framework to model and analyze latency-constrained for radio resource sharing with caching-enabled SBSs in local 5G OP networks with the SBS modeling using stochastic geometry.

Fig. 1 illustrates the business model between the local 5G OP, MNOs, application provider (APV), and infrastructure provider. The local 5G OP is considered as the leader, and the MNOs are the followers. Also, the MNOs cooperate with each other to share the cost of leasing. The local 5G OP declares the total rent to the MNOs, and since the MNOs are able to communicate with other. Accordingly, we propose the coalition formation game where the MNOs cooperate with each other to share the total rent.

B. The contributions of the paper

The main contributions of the paper are as follows
C. Organization

The rest of the paper is organized as follows. Section II describes the system model. In Section III-A, the cache hit probability and wireless access delay are derived. Section IV presents the optimization of each MNO as to minimize the cache intensity subject to the latency constraint at the UE. This corresponds to the follower subgame in the Stackelberg game formulation. Section V presents the problem of the local 5G OP as to maximize the revenue which corresponds to the leader subgame in the Stackelberg game formulation. Also, the cooperation among MNOs for sharing the infrastructure using Shapley value to divide the rent among the MNOs is proposed. The numerical results are presented in Section VI before the paper is concluded in Section VII.

II. LOCAL 5G OPERATOR VIRTUALIZED CACHE-ENABLE SBSs TO MNOs

A. System Model

We consider a heterogeneous network with a local 5G OP and a set $K$ of MNOs such that $|K| = K$. The MNOs are assumed to be co-located and serve their UEs in the same area. The local 5G OP is assumed to provide the licensed spectrum while installing a set of cache-enabled SBSs, $\Phi_b$, which are spatially distributed according to a homogeneous Poisson point process (PPP) with spatial intensity $\lambda$, i.e., the number of SBSs per unit area. All SBSs are identical in terms of edge caching capabilities.

- From the perspective of cache-enabled SBSs, we derive expressions for two important caching performance metrics, namely, cache hit probability and wireless access delay.
- Using the derived caching performance metrics, we model the virtualization problem of a cache-enabled large-scale cellular networks as a Stackelberg game, where the local 5G OP is the leader and the MNOs are the followers.
- For radio resource sharing with edge caching, using a geometric program, the optimal strategies of each MNO are obtained analytically in terms of SBS intensity and cache size where the MNO aims at minimizing the cost of renting cache intensity from the local 5G OP subject to the latency constraint at the UE.
- To use the storage resources efficiently, from the perspective of resource sharing of local 5G OP, it handles only the largest cache intensity required by the MNO. The pricing problem of the local 5G OP is formulated as a Stackelberg game where the objective is to maximize its revenue while minimizing the power consumption at the SBSs. We obtain the subgame perfect equilibrium of the Stackelberg game analytically via successive geometric programming.
- We develop a method based on the Shapley value to share the cost of leasing among the MNOs. We show that our cost sharing problem can be mapped into a simplified form, namely, an airport runway cost sharing problem, in which the Shapley value can be computed efficiently.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>K</td>
</tr>
<tr>
<td>$\Phi_k$</td>
<td>A set of cache-enabled SBSs installed by the local 5G OP.</td>
</tr>
<tr>
<td>$\Phi_b$</td>
<td>A set of cache-enabled SBSs rented by MNO-$k$.</td>
</tr>
<tr>
<td>$\Phi_{bk}$</td>
<td>The set of UEs that subscribe to MNO-$k$.</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>The intensity of SBSs rented by MNO-$k$.</td>
</tr>
<tr>
<td>$\lambda_b$</td>
<td>The intensity of SBSs rented by MNO-$k$.</td>
</tr>
<tr>
<td>$W_L$</td>
<td>Licensed bandwidth leased out by the MNO-$k$.</td>
</tr>
<tr>
<td>$L_k$</td>
<td>Number of subchannels of the MNO-$k$.</td>
</tr>
<tr>
<td>$\lambda_I$</td>
<td>The intensity of interfering SBSs which causes intra-MNO interference of MNO-$k$.</td>
</tr>
<tr>
<td>$\lambda_A$</td>
<td>The intensity of SBSs that a typical UE of MNO-$k$ can associate itself with.</td>
</tr>
<tr>
<td>$\xi_k$</td>
<td>The intensity of UEs subscribe to MNO-$k$.</td>
</tr>
<tr>
<td>$p_k$</td>
<td>The transmit power of the rented SBS of MNO-$k$.</td>
</tr>
<tr>
<td>$I_k$</td>
<td>The intra-MNO interference of MNO-$k$.</td>
</tr>
<tr>
<td>$g_j$</td>
<td>The channel gain between the tagged UE and interfering SBS-$j$.</td>
</tr>
<tr>
<td>$r_j$</td>
<td>The distance between the tagged UE and the interfering SBS-$j$.</td>
</tr>
<tr>
<td>$P_c$</td>
<td>The coverage probability.</td>
</tr>
<tr>
<td>$G_k$</td>
<td>The throughput of the tagged UE served by the nearest SBS.</td>
</tr>
<tr>
<td>$</td>
<td>K</td>
</tr>
<tr>
<td>$</td>
<td>C</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Zipf exponent.</td>
</tr>
<tr>
<td>$\nu_c$</td>
<td>Cache hit probability.</td>
</tr>
<tr>
<td>$f_x$</td>
<td>Size of the file which is assumed to be fixed.</td>
</tr>
<tr>
<td>$D_{tx}$</td>
<td>Transmission delay.</td>
</tr>
<tr>
<td>$D_{bh}$</td>
<td>Backhaul delay.</td>
</tr>
<tr>
<td>$D_b$</td>
<td>Total delay.</td>
</tr>
<tr>
<td>$\omega$</td>
<td>The price of cache per unit area.</td>
</tr>
</tbody>
</table>

Each MNO-$k$, $k \in K$, wants to rent a fraction of the set $\Phi_b$. The intensity of the SBSs $\lambda_k$ rented and utilized by the MNO-$k$, is given by the thinning of $\Phi_b$ of the SBSs owned by the local OP, which yields another homogeneous PPP $\Phi_{bk}$.

We can express the property of thinning and sharing of SBSs by $\Phi_k \subseteq \Phi_b$ such that $\bigcup_{k \in K} \Phi_k = \Phi_b$, where $k, l \in K$ and $k \neq l$. First of all, the local 5G OP leases some portions of available licensed spectrum from multiple MNOs then, attach the licensed subbands to its SBSs while allowing multiple MNOs to rent its SBSs and cache storage.

Fig. 2 gives an example for the general case of the average number of cache-enabled SBSs required by MNO-1, MNO-2 and MNO-3. Since the local 5G OP deploys resource virtualization, when MNOs rent the cache-enabled SBSs from the local 5G OP, some of the SBSs including cache storage can be utilized by all three MNOs simultaneously while some are used by one or two MNOs. However, in our scenario, we assume that the each cache-enable SBS of local 5G OP are shared by all $K$ MNOs simultaneously. Each MNO-$k$ operates over orthogonal spectrum, and thus there is no inter-MNO interference. The MNO-$k$ leases out the licensed bandwidth of $W_k$ Hz, which is divided into $L_k$ subchannels to the local 5G OP. Each SBS operates in one of the $L_k$ available subchannels assigned to it by the local 5G OP. The subchannel of the same MNO can be accessed by more than one SBS and therefore,
the intensity of interfering SBSs which causes intra-MNO interference of the MNO-\(k\) is given by \(\lambda_I = \frac{\lambda_{\ell}}{T_k}\). Every SBS and UE are assumed to be equipped with a single antenna.

For each MNO-\(k\), the SBS serves one UE in a given time slot by using the assigned subchannel with the maximum transmit power \(p_k\). A UE subscribed to an MNO-\(k\) associates with the nearest available SBS that the MNO-\(k\) rents from the local 5G OP. We assume that each MNO-\(k\) is free to use any fraction of the total available SBSs. The net intensity of the SBSs that a typical UE of the MNO-\(k\) can associate itself with is \(\lambda_{A} = \lambda_{k}\). The set of UEs that subscribe to MNO-\(k\) is denoted by \(\Phi_{uk}\). The UEs are assumed to be spatially distributed according to a homogeneous PPP with spatial intensity \(\xi_k\).

In this part, we consider the analysis of a single MNO-\(k\) downlink SINR coverage probability and throughput. We consider a tagged UE of MNO-\(k\) to be located at the origin, which associates with the nearest SBS. Let us label the nearest SBS as SBS-0. We assume that the signal undergoes Rayleigh fading with the channel gain, \(g_0\). Let \(\alpha_k > 2\) denote the path-loss exponent for the path-loss model \(r_0^{-\alpha_k}\), where \(r_0\) is the distance between the tagged UE and the nearest SBS-0, \(0 \in \Phi_k\). Let \(\sigma^2_k\) denote the noise variance, and again \(p_k\) denotes the transmit power of all the SBSs of the MNO-\(k\).

The downlink SINR at the tagged UE is given by

\[
\text{SINR}_k = \frac{g_0 r_0^{-\alpha_k} p_k}{\sigma^2_k + \sum_{j \in \Phi_k \setminus \{0\}} g_j r_j^{-\alpha_k} p_k}.
\]

The interference experienced by the tagged UE associated with SBS-0 comes from the transmitted signal from other SBSs of the same MNO-\(k\) to the UEs in the same time slot. Thus, \(I_k = \sum_{j \in \Phi_k \setminus \{0\}} g_j r_j^{-\alpha_k} p_k\). Here \(g_j\) is the channel gain between the tagged UE and interfering SBS-\(j\), and \(r_j\) is the distance between the tagged UE and the interfering SBS-\(j\), where \(j \in \Phi_k \setminus \{0\}\).

For a given threshold \(T\), the SINR coverage probability for the tagged UE is defined as

\[
P_c = \mathbb{P}(\text{SINR}_k > T).
\]

Following the approach given in [22, Theorem 1], we first condition on the nearest SBS at the distance \(r_0\) from the tagged UE. Since the Rayleigh fading channel gain follows an exponential distribution, \(P_c\) can be expressed by taking expectation with respect to the interference power as in (4)–(6) in [12]. The \(P_c\) under our system model is given as [12, Prop. 1]:

\[
P_c = \pi \lambda_A \int_0^\infty \exp\{-2(\lambda_{\ell} + B z^{\alpha_k/2})\} dz,\]

with \(\lambda_A = \lambda_{k}\), \(\lambda_{\ell} = \lambda_{k}/L_k\). The coefficients \(A\) and \(B\) are given by

\[
A = \pi [\lambda_{A}(\beta - 1) + \lambda_{A}], \quad B = \frac{\sigma^2_k}{p_k},
\]

where \(\beta = \frac{2(\lambda_{pk} z^{\alpha_k})}{\lambda_{pk} z^{\alpha_k} + 1}\). We can evaluate \(P_c\) using equation (13) in [12] as

\[
P_c \approx \pi \lambda_A \left[ A + \frac{2 \alpha_k}{2} \right]^{-1}.
\]

Therefore, the coverage probability can be expressed as

\[
P_c = \left[ 1 + \frac{\beta - 1}{L_k} + \frac{\alpha_k}{2 \pi \lambda_k \Gamma\left(\frac{2}{\alpha_k}\right)} \right]^{-1},
\]

where \(\Gamma(z)\) is the Gamma function. For the interference-limited case, when \(\sigma^2 \to 0\), or when \(\lambda_k \to \infty\), the last term in (1) will become 0. The expression in (1) simplifies to

\[
P_c \approx \frac{L_k}{\beta + L_k - 1}.
\]

Note from (2) that as \(L_k \to \infty\), \(P_c \to 1\).

Next, we define the throughput of the tagged UE served by the nearest SBS as \(G_k = \frac{W_k}{L_k} \log_2(1 + \theta)\), where \(P_c\) is the downlink coverage probability, and \(W_k/L_k\) is the channel bandwidth. We can approximate the throughput by using \(P_c\) in (1) for the general case, or \(P_c\) in (2) for the interference-limited case. In this regard, we use \(P_c\) of the interference-limited case from (2) to express \(G_k\) as follows:

\[
G_k = \frac{W_k}{\beta + L_k - 1} \log_2(1 + \theta). \tag{3}
\]

Note that \(G_k\) is independent of \(L_k\). Also, increasing the number of subchannels \(L_k\) improves the coverage probability but reduces the throughput.

III. MODELING OF CONTENT CACHING AND WIRELESS ACCESS DELAY

The idea of caching at the SBSs allows us to reduce the latency of data delivery to the UEs. The local 5G OP can store the most popular files in cache storage of all the SBSs to serve the UEs of MNOs. In this section, we present the analysis of cache hit probability and the delay modeling.

A. Content Popularity-Based Edge Caching: Cache Hit Probability

Let \(F = \{f_1, \ldots, f_F\}\) be the set of files available for caching in the cloud, where \(F = |F|\). Considering edge caching based on the file popularity, let \(S_k \subseteq F\) be the set of files that can be cached at each SBS of each MNO-\(k\). For simplicity, we assume that all the files are of equal size. If a random file \(f \in F\) is requested by a UE, let \(P_{\text{hit}}(S_k) = \mathbb{P}(f \in S_k)\) denote the probability that the file \(f\) is available at the SBS cache, which we refer to as the “cache hit probability.”
We assume that the cache policy is to store the $S_k$ most popular files from $F$. We can model the popularity of the files by the Zipf distribution given by $p_d = \frac{1/d^\nu}{\sum_{j=1}^{S_k} 1/j^\nu}$, where $p_d$ is the probability of $d$-th most popular file being requested and the exponent $\nu > 0$ reflects the skewness of the file popularity distribution. Larger values of $\nu$ lead to fewer popular files in the content requests. The probability that the requested file $f \in F$ is stored in the cache is $P_{hit}(S_k) = \mathbb{P}(d \leq S_k)$, where $d$ is the random popularity rank of file $f$. Since $\mathbb{P}(d \leq S_k)$ is the cumulative distribution function (CDF) of the Zipf distribution, we can express $P_{hit}(S_k)$ as follows:

$$P_{hit}(S_k) = \sum_{d=1}^{S_k} \frac{1/d^\nu}{\sum_{j=1}^{F} 1/j^\nu} = \frac{H_{S_k,\nu}}{H_{F,\nu}}.$$  \hspace{1cm} (4)

In (4), we concisely express $P_{hit}$ using generalized harmonic numbers, i.e., $H_{S_k,\nu}$ and $H_{F,\nu}$, where

$$H_{S_k,\nu} = \sum_{n=0}^{S_k-1} \frac{1}{(n+1)^\nu},$$  \hspace{1cm} (5)

and $H_{F,\nu}$ is defined similarly.

B. Asymptotic Approximation for the Cache Hit Probability

To facilitate subsequent analysis, we now derive the following lemma on the asymptotic approximation (i.e., when $S_k \to \infty$) on the hit probability:

**Lemma 1.** When the cache size $S_k$ is large and $\nu \neq 1$, the probability that a requested file $f \in F$ is in the cache is asymptotically given by

$$P_{hit}(S_k) \approx \frac{1}{H_{F,\nu}} \left[ \zeta(\nu) - \frac{(S_k + 1)^{1-\nu}}{\nu - 1} \right],$$  \hspace{1cm} (6)

where $\zeta(\nu)$ is the Riemann zeta function.

**Proof:** The generalized harmonic number $H_{S_k,\nu}$ does not have a closed-form expression. Nevertheless, for analytical tractability, we can make an asymptotic approximation in terms of $S_k$ and $\nu$. To do so, we relate the generalized harmonic number to the Hurwitz zeta function and then use the properties of Hurwitz zeta function. The Hurwitz zeta function, $\zeta(s, a)$, is defined as follows [23, Eqn 25.11.1]:

$$\zeta(s, a) = \sum_{n=0}^{\infty} \frac{1}{(n + a)^s},$$  \hspace{1cm} (7)

where $\Re(s) > 1$ and $a \neq 0, -1, -2, \ldots$. The Hurwitz zeta function reduces to the Riemann zeta function when $a = 1$, i.e., $\zeta(s, 1) = \zeta(s)$, where $\zeta(s)$ is the Riemann zeta function.

Also, harmonic sums can be expressed in terms of Hurwitz zeta function as follows [23, Eqn 25.11.4]:

$$\sum_{n=0}^{m-1} \frac{1}{(n + a)^s} = \zeta(s, a) - \zeta(s, a + m).$$  \hspace{1cm} (8)

In our case, comparing (5) and (8), we can express the generalized harmonic sum $H_{S_k,\nu}$ in terms of the Hurwitz zeta function as follows:

$$H_{S_k,\nu} = \sum_{n=0}^{S_k-1} \frac{1}{(n + 1)^\nu} = \zeta(\nu) - \zeta(\nu, S_k + 1).$$  \hspace{1cm} (9)

Now, as $S_k \to \infty$, the asymptotic expansion of the Hurwitz zeta function is given by [23, Eqn 25.11.43]

$$\zeta(\nu, S_k + 1) \sim \frac{(S_k + 1)^{1-\nu}}{\nu - 1} + \frac{1}{2} (S_k + 1)^{-\nu} + \sum_{k=1}^{\infty} \frac{B_{2k}}{(2k)!} (\nu)_{2k-1} (S_k + 1)^{1-\nu-2k},$$  \hspace{1cm} (10)

where $B_{2k}$ are Bernoulli numbers and $(\nu)_{2k-1} = \nu(\nu + 1) \cdots (\nu + 2k - 2)$ are Pochhammer’s symbol for rising factorial. Taking only the first dominant term from (10) and substituting it in (9), we obtain the asymptotic approximation for the generalized harmonic number as follows:

$$H_{S_k,\nu} \sim \zeta(\nu) - \frac{(S_k + 1)^{1-\nu}}{\nu - 1}.$$  \hspace{1cm} (11)

Thus, from the above arguments, using (4) and (11), we prove the lemma.

Here (6) is asymptotic in the sense that a larger value of $S$ results in a greater accuracy of the approximation. Note that although it is required that $\Re(\nu) > 1$ in the definition of the Hurwitz zeta function in (7), the Riemann zeta function $\zeta(\nu)$ has a unique analytic continuation to the entire complex plane, excluding $\nu = 1$, which corresponds to a simple pole [24]. Similar analytic continuation holds for the Hurwitz zeta function as well [25]. Thus, so long as $\nu \neq 1$, the approximation in (6) is applicable for any Zipf’s exponent $\nu > 0$.

In reality, Zipf’s exponent is found to be close to, but never exactly equal to, 1. There is no consensus on the actual setting of $\nu$ value [26], [27], with the considered value varying widely, i.e., $\nu \in [0.5, 2.5]$. Also, since we expect the cache size to be $1 < S_k \ll F$, the above approximation holds with very small margin of error. In Fig. 3, we compare the hit probability versus cache size using the exact values of $H_{S_k,\nu}$ from (9) and the asymptotic approximation of $H_{S_k,\nu}$ from (11) when $F = 10^3$. The relative error is shown in Fig. 4. We observe that the relative error decreases with an increase of cache size. The error tends to decrease more rapidly for larger values of $\nu$. For $\nu \geq 0.5$, the relative error is less than 1% for $S_k \geq 30$, while for $\nu \geq 1.5$ the relative error is less than 1% for $S_k \geq 10$. Finally, we also note that the formula is applicable even when $\nu < 0$.

**Remark 1.** Similar to $H_{S_k,\nu}$, applying the asymptotic approximation for the generalized harmonic number to $H_{F,\nu}$, we have

$$P_{hit}(S_k) \sim \frac{\zeta(\nu) - (S_k + 1)^{1-\nu}}{\zeta(\nu) - (F + 1)^{1-\nu}/(\nu - 1)}.$$  \hspace{1cm} (12)

Thus, for a fixed value of $S_k$, $P_{hit}$ decreases with increasing $F$.

**Remark 2.** Let $s_k = \frac{S_k + 1}{F}$ be the fixed fraction of files cached at the SBS. Dividing the numerator and denominator of the right hand side of (12) by $(F + 1)^{1-\nu}/(\nu - 1)$, we see that as $F \to \infty$ and as $S_k$ changes such that the fraction $s$ is fixed, we obtain

$$P_{hit} \sim s_k^{1-\nu},$$  \hspace{1cm} (13)
is D along with the cache hit probability downlink transmission delay plus expected backhaul delay that the downlink is the bottleneck, we consider only expected file and the time the file is downloaded at the UE. Considering cellular Network C. Modeling Wireless Access Delay in a Cache-Enabled Cellular Network

With caching at the SBSs, by wireless access delay we refer to the delay between a request is made by a UE to download a file and the time the file is downloaded at the UE. Considering that the downlink is the bottleneck, we consider only expected downlink transmission delay plus expected backhaul delay along with the cache hit probability.

1) Expected Downlink Transmission Delay: The delay in the transmission of a file between the cached SBS and UE is referred to as the downlink transmission delay. If a file requested by a UE is available in the cache of the serving SBS, then there is only transmission delay. This delay is attributed to a number of factors, including finite channel capacity, size of the file, and the number of UEs in a cell. For each MNO-k, each rented SBS serves \( N_k \) UEs in the cell in a given time slot based on round-robin scheduling, the throughput per UE becomes \( G_k/N_k \), and the delay at each UE is \( N_k/G_k \). In order to transfer a file of fixed size \( x_f \), the transmission delay is \( D_{Tx} = x_f / G_k \). Here, \( N_k \) is a random variable. The expected number of UEs inside an average Voronoi cell formed by the

\[ E[N_k] = \frac{\xi_k x_f}{G_k}, \]

where \( \xi_k \) is the intensity of the UEs.

\[ E[D_{Tx}] = E[N_k] x_f / G_k = \frac{\xi_k x_f}{\lambda_k G_k}. \]  

Since we are using \( G_k \) for interference limited case in (3), the throughput of each UE becomes a constant. In (15) the SBS intensity \( \lambda_k \) is a variable that the MNO will need to decide when renting the infrastructure from the local 5G OP. We can oSBServe from (15) that increasing the SBS intensity lowers the transmission delay. This also verifies a peculiarity of modeling the SBSs as a homogeneous PPP which is a well-known result in stochastic geometry.

2) Expected Backhaul Delay: If the requested file from a UE is not available in the cache of the serving SBS, the SBS needs to fetch the file from a cloud server through optical fiber. Here, the delay of the file transfer between the SBS and the cloud server is referred to as the backhaul delay. We model the process of a SBS fetching files from the cloud server using an \( M/M/m \) queue [28]. When the number of cloud servers is \( m = 1 \), the expected backhaul delay is given as follows [29]:

\[ E[D_{bh}] = \left( \frac{c_a^2 + c_s^2}{2} \right) \left( \frac{\rho}{1 - \rho} \right) \tau + \tau, \]  

where \( \tau \) is the average time taken for the server to deliver \( x_f \) bits of each file to the SBS. The arrival rate of file requests to the server is \( \phi \), the service rate of the server is \( \mu = 1/\tau \), and \( \rho = \phi/\mu \) is the server utilization. Assuming \( \rho < 1 \) for the steady-state system. Here \( c_a \) and \( c_s \) are coefficients of variations of the inter-arrival time and the service time, respectively.

3) Expected Total Delay: The delay experienced by a UE while downloading a file is only due to the downlink transmission delay, \( D_{Tx} \), if the requested file is already cached at its serving SBS. If this is not the case, then the wireless access delay experienced by the UE is the sum of the downlink transmission delay and the backhaul delay, \( D_{Tx} + D_{bh} \). Since the availability of a file in the SBS cache is given by the hit probability, \( P_{hit} \), the expected total delay is given by

\[ E[D_k] = E[D_{Tx}] P_{hit} + E[D_{Tx} + D_{bh}] (1 - P_{hit}) = E[D_{Tx}] + E[D_{bh}](1 - P_{hit}). \]  

Since \( 0 \leq P_{hit} \leq 1 \), note that the average total delay is bounded by \( E[D_{Tx}] \leq E[D_k] \leq E[D_{Tx}] + E[D_{bh}] \). Since \( P_{hit} \) depends on the cache size \( S \), this implies that the minimum expected total delay that we can achieve by changing only the cache size is \( E[D_{Tx}] \).

In the next section, we propose the MNO strategy subject to the latency constraint, i.e., the total transmission delay from the SBS to UE. Then, we formulate the business model of the local 5G OP and multiple MNOs by using Stackelberg game, where the local 5G OP the leader and MNOs are the followers.

---

**Fig. 3.** Cache hit probability versus cache size \( S \).

**Fig. 4.** Relative error versus cache size \( S \).

For \( 0 < \nu < 1 \), This result has an important implication in that, to achieve a desirable hit probability, the fraction of total files that needs to be cached at the SBS is

\[ s_k \sim P_{hit}, \]

so long as \( 0 < \nu < 1 \). If \( \nu > 1 \), then \( P_{hit} \approx 1 \) as \( F \to \infty \).

---

2The uplink delay (i.e., delay between the request is sent by the UE and it is received by the SBS) is not considered in our case.

---

3In our framework, any other queueing model can be also used to characterize the backhaul delay.
IV. THE MNO STRATEGY: MINIMIZATION OF CACHE INTENSITY WITH LATENCY CONSTRAINT

In this section, we deal with the minimization of cache intensity for each MNO-\(k\) in a large cellular network. The cache intensity is defined as the product of SBS intensity and cache size. For the interference-limited transmission scenario, we then transform the problem into a geometric program and provide an exact solution.

A. Optimization Problem Formulation

The optimization problem for an MNO-\(k\), where \(k \in \mathcal{K}\), so as to minimize the cost of renting the amount of cache per unit area (cache intensity) while satisfying the latency of a tagged UE is as follows:

\[
(P0) \quad \min_{\lambda_k, S_k} \quad \omega \lambda_k S_k \tag{18}
\]

\[
\text{s.t.} \quad \mathbb{P}(D_k \geq D_{bh}) \leq \epsilon, \tag{19}
\]

\[
S_k \leq F, \tag{20}
\]

where \(\lambda_k \geq 0\) and \(S_k \geq 0\). Here, the latency constraint is given in (19). It is a probabilistic constraint that limits the probability of end-to-end delay to be above a certain threshold \(D_{bh}\) to a small value \(\epsilon, \epsilon \in (0, 1)\). The \(\omega\) is the price per unit of cache intensity, which is set by the local 5G OP.

Since \(D_k\) is a random variable whose distribution is not known, in order to make the optimization problem more tractable, we can use the Markov’s inequality to linearize the probabilistic constraint in (19). Using Markov’s inequality, we have \(\mathbb{P}(D_k \geq D_{bh}) \leq \frac{\mathbb{E}[D_k]}{D_{bh}}\). If we ensure that \(\frac{\mathbb{E}[D_k]}{D_{bh}} \leq \epsilon\), then the Markov inequality implies that constraint (19) is also satisfied. Accordingly, the probabilistic constraint in (19) can be replaced by the constraint \(\mathbb{E}[D_k] \leq \epsilon D_{bh}\). Thus, we have a more tractable problem:

\[
(P0') \quad \min_{\lambda_k, S_k} \quad \omega \lambda_k S_k \tag{21}
\]

\[
\text{s.t.} \quad \mathbb{E}[D_k] \leq \epsilon D_{bh}, \tag{22}
\]

\[
S_k \leq F. \tag{23}
\]

Substituting the expression for \(\mathbb{E}[D_k]\) from (17) into (22), we obtain after some algebra,

\[
1 - \frac{\epsilon D_{bh} - \mathbb{E}[D_{Tk}]}{\mathbb{E}[D_{bh}]} \leq P_{hit}(S_k). \tag{24}
\]

Since \(P_{hit}(S_k) \leq 1\) for any \(S_k \leq F\), the left-hand-side of (24) must be less than or equal to unity. As such, it must be the case that

\[
\mathbb{E}[D_{Tk}] \leq \epsilon D_{bh}. \tag{25}
\]

Thus, we have Lemma 2 in the following subsection to guarantee the feasibility of latency constraint.

B. Trade-off Between Cache Storage and SBS Intensity

Lemma 2. The constraint in (22) is feasible for \(S_k \leq F\) if and only if \(\mathbb{E}[D_{Tk}] \leq \epsilon D_{bh}\) is satisfied.

Proof: The proof of statement in the forward direction is as given above. For the reverse direction, we are given \(\mathbb{E}[D_{Tk}] \leq \epsilon D_{bh}\). To check if there exists some \(S_k\) such that \(S_k \leq F\) which satisfies \(\mathbb{E}[D_k] \leq \epsilon D_{bh}\), we have from (17),

\[
P_{hit}(S) = 1 - \frac{\mathbb{E}[D_k] - \mathbb{E}[D_{Tk}]}{\mathbb{E}[D_{bh}]} \leq 1 - \frac{\epsilon D_{bh} - \mathbb{E}[D_{Tk}]}{\mathbb{E}[D_{bh}]}.
\]

Since \(\mathbb{E}[D_{Tk}] \leq \epsilon D_{bh}\), this means that \(P_{hit}(S) \leq 1\). Hence, there must exist some \(S_k\) such that \(S_k \leq F\) which satisfies (22). ■

Lemma 2 gives us the necessary and sufficient condition under which both the constraints in (22) and (23) can be satisfied. We see that although the latency constraint in (22) is over the total delay, since the backhaul delay is a constant, from (25), the transmission delay is the most significant component. However, if we have \(\mathbb{E}[D_{Tk}] = \epsilon D_{bh}\), then the cache size is \(S_k = F\). That is, each SBS has to cache all the available files in \(F\). This is certainly unrealistic in practice. Hence, practically, it should be the case that \(\mathbb{E}[D_{Tk}] < \epsilon D_{bh}\) so that \(S_k < F\). We can also express the constraint in (25) in terms of the average number of UEs served per SBS, \(\frac{\lambda_k}{\epsilon x}\), which lead to the following proposition:

Proposition 1. For the latency constraint in (25) to be satisfied for \(S_k \leq F\), the average number of UEs served per SBS, \(\frac{\lambda_k}{\epsilon x}\), must satisfy

\[
\frac{\lambda_k}{\epsilon x} \leq \frac{\xi \epsilon x f}{\epsilon D_{bh} G_k}. \tag{26}
\]

This gives us the relationship between the SBS intensity \(\lambda_k\) and the UE intensity \(\xi\) for the latency constraint to be satisfied for \(S_k < F\). If this condition is violated, then the required \(S_k\) will be greater than \(F\), leading to a contradiction. ■

Therefore, the above proposition gives us a simple condition under which caching at the SBS will satisfy the required latency constraint. Indeed, if \(\lambda_k\) is held fixed, we cannot change the transmission delay and can change only the total delay by varying the cache size, \(S_k\). Hence, we need to vary both \(\lambda_k\) and \(S_k\) that results in problem (P1) given in the next subsection.

C. Optimal Strategy of each MNO

We will now solve the general problem when both \(\lambda_k\) and \(S_k\) are jointly optimized. Given the popularity-based caching, for large \(S_k\), the optimization problem \((P0')\) is a geometric program [30]. In the following, we first express the primal problem in (22) in the standard form of a geometric program, after which, we give the solution to the problem via its dual problem.

First, we expand \(\mathbb{E}[D_k]\) in (17) using (15) and (6) in terms of \(\lambda_k\) and \(S_k\) as follows:

\[
\mathbb{E}[D_k] = \frac{\xi x f}{G_k \lambda_k} + \mathbb{E}[D_{bh}] \left[1 - \frac{1}{H F, \nu} \left(\zeta(\nu) - \frac{(S_k + 1)^{1 - \nu}}{\nu - 1}\right)\right]
\]

\[
= C_1 + C_2 \frac{S_k}{\lambda_k} + C_3 (S_k + 1)^{1 - \nu}, \tag{27}
\]

where \(C_1 = \mathbb{E}[D_{bh}] \left(1 - \frac{\zeta(\nu)}{H F, \nu}\right), C_2 = \frac{\xi x f}{G_k}, \) and \(C_3 = \frac{\mathbb{E}[D_{bh}]}{(\nu - 1) H F, \nu}\). Since we consider the case that the cache size, \(S_k\), is large, without loss of generality we can assume \(S_k + 1 \approx S_k\)

in the right most term of (27). Then, substituting (27) in the constraint in (22), we obtain, \( C_1 + \frac{C_2}{\chi_k} + C_3 S_{1-\nu} \leq \epsilon D_{th} \iff \left( \frac{C_2}{\chi_k} \right) \frac{1}{\lambda} + \left( \frac{C_3}{\chi_k} \right) S_{1-\nu} \leq 1 \). Therefore,

\[ A \lambda_{k-1} + V S_{1-\nu} \leq 1, \tag{28} \]

where \( A = \frac{C_2}{\chi_k} \) and \( V = \frac{C_3}{\chi_k} \). Similarly, substituting (26) to the constraint in (23), we can express the primal problem in (P0') as a geometric program.

**Proposition 2.** For content popularity-based edge caching, assuming the cache size, \( S_k \), to be sufficiently large and the constants \( A > 0, V > 0, \nu \neq 1 \), we can transform the problem (P0') into the following geometric program:

\[ \text{(P1)} \quad \min_{\lambda, S} \quad g = \omega \lambda_k S_k \]
\[ \text{s.t.} \quad A \lambda_{k-1} + V S_{1-\nu} \leq 1, \tag{29} \]
\[ R \lambda_{k-1} \leq 1, \tag{30} \]

where \( R = \frac{C_2}{\epsilon D_{th}} \).

The optimization problem in (P1) can be solved analytically. In geometric programming, when the orthogonality and normality conditions with dual variables \( \delta_i \) are satisfied, the maximum of dual function is equal to the minimum of primal function \( g \).

As such, we can express the dual maximization problem as follows:

\[ \max_{\delta} q = \left( \frac{\omega}{\delta_1} \right)^{\delta_1} \left( \frac{A}{\delta_2} \right)^{\delta_2} \left( \frac{V}{\delta_3} \right)^{\delta_3} \left( \frac{R}{\delta_4} \right)^{\delta_4} \left( \delta_2 + 3 \delta_3 + \delta_4 \right), \tag{31} \]

\[ \delta_1 = 1, \tag{32} \]
\[ \begin{pmatrix} 1 & -1 & 0 & -1 \\ 0 & 1 & 1 - \nu & 0 \end{pmatrix} \begin{pmatrix} \delta_1 \\ \delta_2 \\ \delta_3 \\ \delta_4 \end{pmatrix} = 0, \tag{33} \]

where \( \delta_i \geq 0 \) for \( i = 1, \ldots, 4 \). The degree of difficulty of this geometric program is 1. In our case, (33) gives the normality condition while (34) gives the orthogonality condition. In geometric programming, we focus on finding the optimal point of the dual variables \( \delta^* = (\delta_1^*, \delta_2^*, \delta_3^*, \delta_4^*) \) that maximizes the dual function \( q \) subject to the orthogonality and normality conditions. Note that this dual problem is a convex program with a concave objective function and linear constraints.

Using (33) and (34), we can directly solve for \( \delta^* \). Here, matrix multiplication from (34) yields

\[ \delta_1 - \delta_2 - \delta_4 = 0, \quad \text{and} \quad \delta_1 + (1 - \nu) \delta_3 = 0. \]

Since \( \delta_1 = 1 \), we have \( \delta_2 = \frac{1}{\nu - 1} \) and \( \delta_2 + \delta_4 = 1 \). Let \( \delta_2 = r \), so that \( \delta_4 = 1 - r \). Since \( \delta_2 \geq 0 \) and \( \delta_4 \geq 0 \), we then have a bound over \( r \) as \( 0 \leq r \leq 1 \). Substituting the values of \( \delta \) in the dual problem, we obtain a simpler problem constrained over a single variable \( r \) as given in (37)-(38).

To find the optimal \( r \), we first take the logarithm of \( q \) in (37) and differentiate it with respect to \( r \). Since \( A, R, \) and \( \nu \) are all positive, we obtain

\[ \frac{\partial \log(q)}{\partial r} = \frac{\log(A)}{r R} + \log \left( 1 + \frac{r (\nu - 1)}{\nu - 1} \right). \tag{35} \]

Solving the optimality condition \( \frac{\partial \log(q)}{\partial r} = 0 \) for \( r \), we obtain the maxima at \( r = \frac{1}{(\nu - 1)} \left( \frac{R}{A} - 1 \right)^{-1} \). Since \( r \) is bounded between \( 0 \leq r \leq 1 \), we have the optima of the modified dual problem at

\[ r^* = \max \left( 0, \min \left( 1, \left( (\nu - 1) \left( \frac{R}{A} - 1 \right)^{-1} \right) \right) \right). \tag{36} \]

Let \( q^* \) be the optimal value of the modified dual problem (37)-(38). For the optimal primal variables \( \lambda_k^* \) and \( S_k^* \), we have

\[ \omega \lambda_k^* S_k^* = \delta_1^* q^* = q^*, \quad A \lambda_{k-1}^* = \delta_2^* q^* = r^* q^*, \]

\[ V S_{k-1}^* - \delta_3^* q^* = \frac{q^*}{\nu - 1}, \quad R \lambda_{k-1}^* - \delta_4^* q^* = (1 - r^*) q^*. \]

By adding the expressions for \( A \lambda_{k-1}^* \) and \( R \lambda_{k-1}^* \), we obtain \( A \lambda_{k-1}^* + R \lambda_{k-1}^* = q^* \), which we can solve to obtain \( \lambda_k^* = \frac{A + R}{q^*} \). Also, we have \( S_k^* = \left( \frac{V (\nu - 1)}{q^*} \right)^{1/(\nu - 1)} \).

Note that for \( S_k^* \) to be positive, we must have \( \nu > 1 \). Hence, we have the following proposition:

**Proposition 3.** The optimal solution to problem (P1) for each MNO-k, which is the local optimal solution of the problem (P0), for \( A > 0, V > 0 \) and \( \nu > 1 \) is given by

\[ \lambda_k^* = \frac{A + R}{q^*}, \tag{39} \]

\[ S_k^* = \left( \frac{V (\nu - 1)}{q^*} \right)^{1/(\nu - 1)}, \tag{40} \]

where \( q^* \) is the optima of the one-dimensional problem (37)-(38) evaluated at \( r^* \) in (36).

Note that the value of \( q \) is indeterminate at \( r = 0 \) and \( r = 1 \). We see that \( \lim_{r \to 1} (1 - r)^{1-r} = 1 \) and \( \lim_{r \to 1} \frac{R}{(1 - r)^{1-r}} = 1 \), and the limit of \( q^* \) as \( r \to 1 \) is

\[ \lim_{r \to 1} q^* = \omega A (\nu - 1) V (\nu - 1) \left( \frac{\nu}{\nu - 1} \right)^{\frac{1}{\nu - 1}}. \]

Likewise, since we have \( \lim_{r \to 0} (A/r)^r = 1 \), the limit of \( q^* \) as \( r \to 0 \) is

\[ \lim_{r \to 0} q^* = \omega R (\nu - 1) V (\nu - 1) \left( \frac{1}{\nu - 1} \right)^{\frac{1}{\nu - 1}}. \]

Therefore, given the price of infrastructure \( \omega \), the optimal strategy of each MNO-k, which is computed by Proposition 3, gives the minimum amount of cache per unit area, \( \lambda_k^* S_k^* \), while satisfying the latency constraint for each UE.

**V. THE LOCAL 5G OP: STACKELBERG GAME MODEL-BASED CACHE INTENSITY PRICING FOR MULTIPLE MNOS**

In this section, we develop a novel strategy of the local 5G OP for renting out its infrastructure to \( K \) MNOs using...
Stackelberg game and then propose the coalitional game to for the MNOs to share the rent among each other. Recall that the SBSs and cache storage can be shared by multiple MNOs. Given the infrastructure sharing scheme and the popularity based caching at the SBSs by each MNO, a question emerges: how many files the Local 5G OP should be cache to serve all MNOs? Clearly, it is sufficient for the local 5G OP to cache only the largest number of files requested by the MNOs, rather than the aggregate amount of files requested. This is due to the fact that when the MNOs request files based on popularity, there is an overlapping of the most popular files.

For example, let MNO-1 requests $S_1 = 10$ most popular files $\{f_1, \ldots, f_{10}\}$ to be cached and MNO-2 requests $S_2 = 15$ most popular files $\{f_1, \ldots, f_{15}\}$, assuming that the popularity rank of the file corresponds to the file’s index, with file $f_1$ being the most popular and file $f_{15}$ being the least popular. The local 5G OP can satisfy the requests of both MNOs by caching $S' = \max(S_1, S_2) = 15$ most popular files $\{f_1, \ldots, f_{15}\}$. This is much less than the aggregate amount $S_1 + S_2 = 25$ required to be stored when the cache is not shared among the MNOs.

In general, since $S_k$ is the set of most popular files requested to be cached by the MNO-$k$, we can order the sets $S_k$ as $S_{\pi(1)} \subseteq \cdots \subseteq S_{\pi(K)}$, where $\pi$ represents the permutation of set $K$. Thus, it is sufficient for local 5G OP to cache the largest set $S_{\pi(K)}$ of a certain MNO that also meets the demands of all other MNOs. Since the largest set of most popular files also contains the smaller sets of most popular files and the local 5G OP allows cache-enable SBSs to be shared among multiple MNOs, the local 5G OP needs to handle only the largest cache intensity required by the MNO with the largest set of file demand denoted as $\lambda_1 S_1' = \max_k (\lambda_k S_k$). In this regard, we model the pricing problem of the infrastructure as a Stackelberg game, where the local 5G OP is the leader and the MNOs are the followers. The local 5G OP, as the leader, will then compute the optimal price of cache intensity, $\omega^*$, accordingly. Since the local 5G OP only needs to handle the largest cache intensity, the game is essentially simplified to a one-leader one-follower game, where the single follower is the MNO with the largest demand. The leader subgame problem is shown in (Q0) in (41).

After the local 5G OP computes the price of cache intensity of the infrastructure, the local 5G OP will declare the total rent to all MNOs. Since the MNOs are able to communicate with each other, we propose the coalitional formation game where the MNOs cooperate with each other to share the total rent. The relationship among the MNOs and the local 5G OP, and rent sharing among the MNOs are illustrated in Fig. 5.

In order to obtain the Stackelberg equilibrium, the backward induction method is used. Therefore, each MNO-$k$, $k \in K$, will send its best response in terms of its demand for cache intensity $\lambda_k S_k'$. The local 5G OP then computes the optimal price of cache intensity $\omega$ for each MNO based on the local optimal solution of (Q0). The rent sharing is given by $\lambda_k S_k' SBSs per unit area and $\gamma$ is the price of areal power consumption, where $\omega, \gamma > 0$. Note that we are not dealing with how other resources, e.g., computing, server, or transmission capacity are shared. We only consider the case where the cache storage in a unit area is shared among the MNOs.

\[
\max_r \ q = \omega \left( \frac{A}{r} \right)^r \left( (\nu - 1) V \right)^{\frac{1}{1-r}} \left( \frac{R}{1-r} \right)^{1-r} \left( 1 + \frac{1}{r-1} \right)^{\frac{1}{1-r}} (1-r)^{1-r}
\]

s.t. $0 \leq r \leq 1$. 

Fig. 5. Basic Idea of Hierarchical Relationship between the MNOs and the Local 5G OP.
To obtain the solution of the Stackelberg game, we use backward induction method. Accordingly, we first solve the follower subgame problem. This essentially is to solve the optimal strategy of the MNO with the largest required cache intensity. The follower’s solution is then used in the leader subgame problem, after which the leader problem is solved.

The solution to the leader subgame gives the subgame perfect equilibrium of Stackelberg game.

Accordingly, we compute the largest cache intensity that the local 5G OP needs to provide to MNOs as $\lambda_k^* S_1^* = \max(\lambda_k^* S_k^*)$ by using $\lambda_k^*$ and $S_k^*$ of each follower MNO-$k$ from Proposition 3. From Proposition 3, we can express $\lambda_k^*$ and $S_k^*$ in terms of $\omega$ as $\lambda_k^* = \frac{T_k}{\omega}$ and $S_k^* = U_k \omega^{-\frac{\nu-1}{\nu}}$, where $T_k = (A + R)/(q_k^* / \omega)$ and $U_k = [V(\nu-1)/(q_k^* / \omega)]^{1/(\nu-1)}$.

Note that, in these expressions for $T_k$ and $U_k$, from (37), the term $q_k^* / \omega$ is independent of $\omega$, making $T_k$ and $U_k$ independent of $\omega$ as well. This transforms the first term of (41), which is $\omega \max_k \{\lambda_k^* S_k^*\} = \omega \lambda_k^* S_1^*$, into

$$\max_k \{U_k T_k\} \omega^{-1/(\nu-1)} = UT \omega^{-1/(\nu-1)}.$$  

That is, $UT = \max_k \{U_k T_k\}$. Also, the second term in (41) is transformed into

$$\gamma Y(\lambda_1^*) = \lambda_1^* \gamma (Kp_k + p_c) = T \bar{p} \omega^{-1},$$

where $\bar{p} = \gamma (Kp_k + p_c)$.

Therefore, we can rewrite the maximization problem in (41) as an equivalent minimization problem:

$$(Q1) \quad \min_{\omega \geq 0} \quad T \bar{p} \omega^{-1} - UT \omega^{-1/(\nu-1)}.  
\text{s.t.} \quad \frac{T \bar{p}}{E \omega^{1/\nu}} \leq 1.  \tag{42}$$

The problem (Q1) is a signomial optimization problem over the price variable $\omega$. In general, the problem (Q1) is a non-convex problem. However, this problem becomes convex at some values of $\nu$. Nevertheless, we can obtain the solution to the problem in (Q1) via successive geometric programming (SGP). In order to solve (Q1), let us introduce an auxiliary variable $z \geq 0$ such that it upper bounds the objective function in (42) as follows:

$$z \geq T \bar{p} \omega^{-1} - UT \omega^{-1/(\nu-1)}. \tag{43}$$

Since minimizing the upper bound $z$ minimizes the objective function in (42) as well, the problem (Q1) can be equivalently re-written in terms of this auxiliary variable as follows:

$$(Q2) \quad \chi = \min_{z \geq 0} \quad z  
\text{s.t.} \quad \frac{T \bar{p}}{E \omega^{1/\nu}} \leq 1. \tag{44}$$

Here, the constraint in (45) is obtained after some algebraic manipulations of the bound in (43). To see the equivalence, for fixed $\omega$, the optimal value of $z$ is $z = T \bar{p} \omega^{-1} - UT \omega^{-1/(\nu-1)}$.

Since the constraint in (45) is a ratio of two posynomials, the problem (Q2) is also referred to as a complementary geometric program. Following the approach outlined in [31], [32], the problem (Q2) can be rewritten in the form of a geometric program by substituting the posynomial in the denominator of (45) by a monomial. We can transform a posynomial into a monomial using the arithmetic-geometric mean inequality

$$\sum_i x_i = \prod_i \left( \frac{x_i}{w_i} \right)^{w_i}$$

for non-negative numbers $x_i \geq 0$, where $\sum_i w_i = 1$ and equality if and only if all $x_i / w_i$ are the same. Accordingly, let us denote the posynomial in the denominator of (45) as $Q(\omega) = z + UT \omega^{-1/(\nu-1)}$, and its evaluation at point $(\bar{z}, \bar{\omega})$ as $\bar{Q} = Q(\bar{z}, \bar{\omega}) = \bar{z} + UT \bar{\omega}^{-1/(\nu-1)}$. Substituting each term of $Q(\omega)$ into $z_i$ and since $(\bar{z} + UT \bar{\omega}^{-1/(\nu-1)}) / \bar{Q} = 1$, we have the lower bound from the arithmetic-geometric mean inequality as $Q(\omega) \geq Q(\bar{z}, \bar{\omega})$, where $Q(\bar{z}, \bar{\omega})$ is a monomial given by

$$Q(\bar{z}, \bar{\omega}) = \left( \frac{z\bar{Q}}{\bar{z}} \right)^{\frac{\nu-1}{\nu}} = E z \bar{\omega}^{\beta}.$$ 

The parameters are given by

$$\bar{\alpha} = \frac{\bar{z}}{\bar{Q}}, \quad \bar{\beta} = \frac{\nu \bar{\omega}^{-1}}{(\nu-1)\bar{Q}}, \quad E = \frac{\bar{Q}}{\bar{z} \bar{\omega}^{\beta}}. \tag{46}$$

Therefore, the problem (Q2) can be transformed into an approximate geometric program by approximating the denominator of (45) by the lower bound $Q(\bar{z}, \bar{\omega})$ as follows:

$$(Q3) \quad \chi = \min_{z \geq 0} \quad z  
\text{s.t.} \quad \frac{T \bar{p}}{E \omega^{1/\nu}} \leq 1. \tag{47}$$

The problem (Q3) is now a geometric program which can be solved analytically. Note that the degree of difficulty of this problem is zero. The dual maximization problem of (Q3) is given by

$$\max_{\lambda_d} \chi_d = \left( \frac{z}{\lambda_1} \right)^{\frac{1}{\nu-1}}, \tag{48}$$

s.t. $\bar{\delta}_1 = 1, \quad \bar{\delta}_2 = 0$. \tag{49}

We can solve for the optimal values of dual variables $\bar{\delta}$ directly from (50) and (51). The matrix multiplication from (51) gives $(-1 - \beta) \bar{\delta}_2 = 0$ and $\bar{\delta}_1 - \alpha \bar{\delta}_2 = 0$. Summing the two equations gives $(-1 - \beta) \bar{\delta}_2 + \bar{\delta}_1 - \alpha \bar{\delta}_2 = 0$. Since $\bar{\delta}_1 = 1$, we obtain $\bar{\delta}_2 = 1/(1 + \alpha + \beta)$. By substituting the values of $\bar{\delta}_1$ and $\bar{\delta}_2$ in the dual problem $\chi_d$, the optimal dual function $\chi_d$ yields

$$\chi_d = \left( \frac{T \bar{p}}{E} \right)^{\frac{1}{1 + \alpha + \beta}}. \tag{52}$$

Since $\chi_d$ is the optimal solution of the dual problem, we can find the optimal variables $z^*$ and $\omega^*$ of the problem (Q3) from $\chi_d$ as follows:

$$z^* = \bar{\delta}_1 \chi_d = \left( \frac{T \bar{p}}{E} \right)^{\frac{1}{1 + \alpha + \beta}} \quad \text{and} \quad \left( \frac{T \bar{p}(\omega^*)^{-1}}{E(z^*)^\beta} \right) = \bar{\delta}_2 \chi_d = \left( \frac{1}{1 + \alpha + \beta} \right)^{\frac{1}{1 + \alpha + \beta}} \left( \frac{T \bar{p}}{E} \right)^{\frac{1}{1 + \alpha + \beta}}.$$ 

Accordingly, we can compute $\omega^*$

$$\omega^* = \left( \frac{T \bar{p}(1 + \pi + \beta)}{E(z^*)^\beta} \right)^{1/(1 + \pi + \beta)} \left( \frac{T \bar{p}}{E} \right)^{1/(1 + \pi + \beta)}. \tag{53}$$

Since this is the first approximate values of $z^*$ and $\omega^*$, we can substitute...
Algorithm 1 Successive Geometric Programming (SGP)

1: Set \( z(0) \) and \( \omega(0) \) to any arbitrary feasible values
2: repeat
3: Calculate \( \pi(t), \beta(t), E(t) \) using (46)
4: Calculate \( \chi_0^*(t) \) using (52)
5: \[ \omega^*(t + 1) \leftarrow \left( \frac{\pi(t) E(t)}{1 + \pi(t) E(t)} \right)^{1/(1 + \pi(t) E(t))} \]
6: \[ z^*(t + 1) \leftarrow \lambda_0^*(t) \]
7: until convergence

these values back into \( Q(z, \omega, z^*, \omega^*) \) and repeat the process, leading to new values of to \( z^* \) and \( \omega^* \). Thus, we have a SGP algorithm as given in Algorithm 1. This algorithm converges to a local optima of (Q2) [33] which is the local optimal solution of (Q0). This leads to the following proposition.

Proposition 4. Algorithm 1 converges to a locally optimal solution of the primal problem (Q0) for the local 5G OP. This, along with the largest cache intensity from the MNOs, gives the subgame perfect equilibrium of the one-leader and one-follower Stackelberg game.

B. Rent Sharing Among MNOs using Shapley Value

After the local 5G OP computes the price per unit of cache intensity of the infrastructure from Algorithm 1, the local 5G OP will declare the total rent \( \omega^* \lambda_1^* S_1^t \) to all MNOs. The MNOs will cooperate with each other and fairly divide the infrastructure rental fee among each other. Therefore, we model this situation as a cooperative game for rent sharing using the Shapley value. The coalition form of the \( K \)-person game is given by \((K, v)\), where \( K \) is the set of \( K \) MNOs. The characteristic function of the game is denoted by \( v \), where \( v : 2^K \to \mathbb{R} \). The characteristic function maps every \( 2^K \) possible coalitions to a real number, referred to as the value of a coalition. When all \( K \) MNOs cooperate and form a single coalition, it is called the “grand coalition”. The value of the grand coalition is \( v(K) \). For the case when a subset of MNOs cooperate with each other and form a coalition \( C \subseteq K \), we define the characteristic function of \( C \) as follows:

\[
v(\emptyset) = 0 \quad \text{and} \quad v(C) = \max_{k \in C} \omega^* \lambda_k^* S_k^t,
\]

Proposition 4. The characteristic function \( v \) given in (53) satisfies the sub-additivity property, \( v(C_1 \cup C_2) \leq v(C_1) + v(C_2) \) for any two coalitions \( C_1 \) and \( C_2 \), where \( C_1 \cap C_2 = \emptyset \).

Proof: Let \( k^* = \arg \max_{l \in C_1 \cup C_2} \omega^* \lambda_l^* S_l^t \). Since \( C_1 \) and \( C_2 \) are disjoint, \( k^* \) must belong to either \( C_1 \) or \( C_2 \), but not both. If \( k^* \in C_1 \), we have \( v(C_1 \cup C_2) = v(C_1) \). Therefore, \( v(C_1 \cup C_2) \leq v(C_1) + v(C_2) \). Likewise, if \( k^* \in C_2 \), then \( v(C_1 \cup C_2) = v(C_2) \). Again, \( v(C_1 \cup C_2) \leq v(C_1) + v(C_2) \). Thus, \( v \) given in (53) is sub-additive.

Note that the sub-additivity implies that the MNOs forming a bigger coalition will have smaller cost. Let the cost allocated to MNO-\( k \) be \( \psi_k \). Then, the value of coalition \( C \) should be divided among each MNO in the coalition \( C \) such that \( v(C) = \sum_{k \in C} \psi_k \). The Shapley value function, \( \psi_k \), is a function that assigns to each possible characteristic function of a \( K \)-MNO game, \( v \) with a \( K \)-tuple, \( \psi(v) = (\psi(v), \psi_2(v), \ldots, \psi_K(v)) \).

Here \( \psi_k(v) \) represents the worth or value of MNO-\( k \) in the game with characteristic function \( v \) and is defined by the following axioms of fairness:

1) Efficiency: \( \sum_{k \in K} \psi_k(v) = v(K) \).
2) Symmetry: If \( k \) and \( l \) are such that \( v(C \cup \{k\}) = v(C \cup \{l\}) \) for every coalition \( C \) not containing \( k \) and \( l \), then \( \psi_k(v) = \psi_l(v) \).
3) Dummy: If \( i \) is such that \( v(C) = v(C \cup \{i\}) \) for every coalition \( C \) not containing \( i \), then \( \psi_i(v) = 0 \).
4) Additivity: If \( u \) and \( v \) are characteristic functions, then \( \psi(u + v) = \psi(u) + \psi(v) \).

There exists a unique function that satisfies all these fairness axioms which is given by:

\[
\psi_k(v) = \frac{\sum_{C \subseteq K, k \in C} (|C| - 1)! (n - |C|)!}{k!} [v(C) - v(C - \{k\})].
\]

This gives the average marginal contribution made by MNO-\( k \) when it joins a random coalition \( C \). We take this value as the fair payoff allocation among the MNOs inside the coalition.

The direct computation of the Shapley value using the analytical formula given in (54) quickly becomes computationally infeasible as the number of MNOs increases. However, due to the special structure of the characteristic function for our rent sharing problem, as given in (53), we can apply a simple algorithm to allocate the cost among the MNOs by recognizing that our problem is equivalent to the airport runway cost sharing problem studied by Littlechild and Owens [34]. In our case, the local 5G OP sets the total rent, \( \omega^* \lambda_1^* S_1^t \) using Algorithm 1, and the MNOs divide the rent among each other according to their required cache intensities \( \lambda_k^* S_k^t \) obtained from Proposition 3.

Algorithm 2 presents the rent sharing algorithm among MNOs. Depending on the requirement of the MNOs, the MNOs are first sorted in an ascending order of their cache intensities, i.e., demands, \( \lambda_{\pi(1)}^* S_{\pi(1)}^t \leq \cdots \leq \lambda_{\pi(K)}^* S_{\pi(K)}^t \) where \( \pi \) denotes the permutation of set \( K \). The cost of meeting the smallest demand, \( \omega^* \lambda_{\pi(1)}^* S_{\pi(1)}^t \), is divided equally among all \( K \) MNOs. Then, the incremental cost \( \Delta = \omega^* \lambda_{\pi(2)}^* S_{\pi(2)}^t - \omega^* \lambda_{\pi(1)}^* S_{\pi(1)}^t \) of meeting the second smallest demand is shared equally among all the MNOs, except the MNO with the smallest demand. The process is repeated until the incremental cost is \( \omega^* \lambda_{\pi(K-1)}^* S_{\pi(K-1)}^t - \omega^* \lambda_{\pi(K)}^* S_{\pi(K)}^t \) is allocated only to the MNO with the largest demand. The cost allocated among the MNOs by Algorithm 2 is equivalent to the Shapley value of the coalition game \((K, v)\) [34]. Note that Algorithm 2 has the worst-case computational complexity of \( O(K^2) \).

VI. NUMERICAL RESULTS

Unless otherwise stated, the transmit power of SBS is \( p = 1 \) Watt, noise power is \( \sigma^2 = -150 \) dBm, the number of video files in the cloud is \( F = 10^8 \), the size of the file requested by each UE is \( x_f = 10^5 \) bits, path-loss exponent is \( \alpha = 5 \), i.e.,
Algorithm 2 Cost sharing among MNOs

1: Initialize $\lambda_0, S_0 = 0$ and $\psi_k = 0$ for all $k \in K$
2: Arrange the MNOs in an ascending order of their cache intensity $\lambda_\pi^*(1) S_\pi^*(1) \leq \cdots \leq \lambda_\pi^*(K) S_\pi^*(K)$, where $\pi$ is the permutation of set $K$
3: for $k = 1$ to $K$ do
4: $\Delta = \omega^* \lambda_\pi^*(k) S_\pi^*(k) - \omega^* \lambda_\pi^*(k-1) S_\pi^*(k-1)$
5: for $i = k$ to $K$ do
6: $\psi_{\pi(i)} \leftarrow \psi_{\pi(i)} + \Delta/(K-k+1)$
7: end for
8: end for

suburban area without line of sight [35]. The SINR threshold is $\theta = 10$ dB. Each MNO is assumed to have the same number of subchannels as $L = 4$. Based on 5G requirements in [36], the latency of data transmission should be less than $10^{-3}$ sec. Therefore, we limit the total delay to be $\mathbb{P}(D > 10^{-3}) < 0.01$ in (19). We assume that there is a single server, $m = 1$, in the cloud, where the mean arrival rate of file requests is $\phi = 0.8$, mean service time $\tau = 5 \times 10^{-3}$, the coefficients of variation of inter-arrival time and service time are $c_u = 2$ and $c_s = 1$, respectively, as such, $\mathbb{E}[D_{bh}] = 0.0051$ sec.

A. Optimal Strategy of an MNO-$k$ from Proposition 3

We first show the optimal strategy of a single MNO-$k$ from Proposition 3 by varying the bandwidth as $W_k = 1$ gigahertz (GHz), 2GHz, 3GHz, and 4GHz while the price of cache intensity is $\omega$ is assumed to be unity. The UE intensity is $\xi_k = 20/(\pi \times 100^2)$.

In Fig. 6, we see that $\lambda_k^*$ increases when $\nu$ is increased. However, $\lambda_k^*$ does not change with $W_k$ for a given $\nu$. On the other hand, in Fig. 7, $S_k^*$ increases when $W_k$ is increased when $\nu$ is fixed. The reason is that a higher bandwidth yields a larger throughput. When the SBS can transmit a file faster, the MNO renting the SBS can benefit more from serving its UEs and hence the MNO should cache more files. Hence, for $\nu > 1$, increasing $W_k$ leads to a decrease in the cost $q^*$, which in turn leads to an increased $S_k^*$. On the other hand, since $R \propto 1/G_u$, from (39), the $G_u$ term cancels out in the expression for $\lambda_k^*$, making $\lambda_k^*$ independent of $W_k$. We can see from Fig. 7 that for $\nu \in (1.8, 2.3)$ most of the files are equally popular. Therefore, the cache size is made small to reduce the cost for the MNO. By contrast, as $\nu$ increases, some files become more popular than the other files. Therefore, it is worth for the MNO-$k$ to request for increased cache size. However, when $\nu$ is large, i.e., $\nu > 2.3$, only few files are very popular, and hence the cache size decreases. We see that while $S_k^*$ decreases with an increasing of $\nu$, $\lambda_k^*$ also increases. Fig. 6 and Fig. 7 show the tradeoff between $\lambda_k^*$ and $S_k^*$ for a given $\nu$.

In Fig. 8, we set $W_k = 2$ GHz. We can observe that increasing the UE intensity, $\xi_k$, decreases the cache size, $S_k^*$. Also, increasing the number of subchannels $L_k$ reduces the cache size $S_k^*$. This is due to the fact that increasing UE intensity or the number of subchannels reduces the throughput of the UE, hence increases the downlink transmission delay. The MNO will cache fewer files to keep the total delay less than a given threshold. We can see that the UE intensity has a significant impact on the cache size.

B. Optimal Price ($\omega^*$) and Maximum Profit ($z^*$) of the Local 5G OP at Subgame Perfect Equilibrium of Stackelberg Game

After obtaining the best response of each follower MNO from Proposition 3, with the infrastructure sharing deployment, the local 5G OP supports the largest demand required by the MNOs. The local 5G OP will then compute the optimal price $\omega^*$ of the infrastructure so as to maximize its profit $z^*$ by using the SGP in Algorithm 1. In Figs. 9–12, we demonstrate the optimal strategy of the leader local 5G OP and the optimal strategy of three follower MNOs at the subgame
perfect equilibrium of the Stackelberg game. We assume the bandwidth and the UE intensity to be $[W_1, W_2, W_3] = [1\text{GHz}, 1.5\text{GHz},2\text{GHz}]$ and $[\xi_1, \xi_2, \xi_3] = [10, 15, 20]/(\pi \times 100^2)$, respectively.

![Fig. 9. Convergence of the optimal price of infrastructure ($\omega^*$) and maximum profit ($z^*$) from Algorithm 1.](image)

![Fig. 10. Optimal price of infrastructure ($\omega^*$) and maximum profit ($z^*$) from Algorithm 1 versus Zipf exponent ($\nu$).](image)

The best responses of an MNO (in terms of optimal SBS intensity and optimal cache size to be leased) at the subgame perfect equilibrium of Stackelberg game are shown in Fig. 11 and Fig. 12, respectively. In Fig. 9, we show the convergence of the optimal price of infrastructure, $\omega^*$, and the maximum profit, $z^*$. When the price of areal power consumption, $\gamma$, and the circuit power, $p_c$, increase, $z^*$ also increases, while both $\gamma$ and $p_c$ have very small effect on $\omega^*$. The SGP algorithm is effective since both $\omega^*$ and $z^*$ converge within a few iterations. We see that with increasing $\nu$, $\omega^*$ remains constant. The reason is that the price of infrastructure depends only on the maximum demand $\lambda_k^* S_k^*$ required by the MNOs. However, when $\nu$ increases, $z^*$ also increases. By increasing $\nu$, the amount of infrastructure required by the MNO increases. This gives higher profit to the InP. The best response $\lambda_k^*$ and $S_k^*$ of each MNO-$k$ at the equilibrium are shown in Fig. 11 and Fig. 12, respectively.

In Fig. 11, the curves for $\lambda_k^*$ of all $K$ MNOs are identical. The trends in Fig. 11 are very similar to those in Fig. 6. Also, varying of price of infrastructure $\omega$ and circuit power $p_c$ does not have any impact on $\lambda_k^*$. In Fig. 12, we plot $S_k^*$ of different MNOs versus $\nu$. When the value of $\nu$ changes, the cache size $S_k^*$ of MNO-$1$ is the largest while $S_k^*$ of MNO-$3$ becomes the smallest. Although the MNO-$3$ has the largest bandwidth, the UE intensity has a more significant effect on $S_k^*$.

![Fig. 11. Optimal SBS intensity ($\lambda_k^*$) versus Zipf exponent ($\nu$) at subgame perfect equilibrium of Stackelberg game.](image)

![Fig. 12. Optimal cache size ($S_k^*$) Zipf exponent ($\nu$) with ($\omega^*$) from Algorithm 1.](image)

Accordingly, the UE intensity of MNO-$1$, $\xi_1$, is the lowest and the $S_k^*$ becomes the highest. Varying the price of areal power consumption $\gamma$ and circuit power $p_c$ does not change optimal $S_k^*$. We see that the initial curves of $S_k^*$ in Fig. 12 fluctuates, which is due to the random initial values of $Z^*$ and $S^*$ of SGP in Algorithm 1.

**C. Maximum Profit of the local 5G OP at Subgame Perfect Equilibrium of Stackelberg Game and Shapley Value**

Fig. 13 presents the total rent $\omega^* \lambda_k^* S_k^*$, which is the first term of problem (Q0), and the Shapley value of each MNO-$k$, $\psi_k$, versus the Zipf exponent, $\nu$. For a given value of $\nu$, we observe that $\psi_1$ is the highest while $\psi_3$ is the lowest. The reason is that the MNO-$1$ has the lowest number of UEs per unit area while MNO-$3$ has the highest UE intensity. As discussed in Section VI-A, a lower $\xi_k$ tends to increase the cache size $S_k^*$. Thus, the MNO-$1$ will try to buy the highest amount of infrastructure when compared with those for MNO-$2$ and MNO-$3$. It can be seen that all three MNOs can divide the rent in a fair manner by using Algorithm 2, which is the Shapley value of their cooperative game. The maximum profit of local 5G OP versus $\nu$ is plotted in Fig. 14, which is obtained by solving the problem (Q0) using Algorithm 1. We observe that when $\nu$ increases, the maximum profit of the local 5G OP also increases. Also, when $\gamma$ and $p_c$ increase, the maximum profit of the InP enhances significantly.
Fig. 13. Total rent $\omega \lambda S_k^T$ and $\psi_i$ versus Zipf exponent ($\nu$) at Stackelberg equilibrium.

Fig. 14. The maximum profit versus Zipf exponent ($\nu$) at Stackelberg equilibrium.

The major observations from these numerical results are: (i) The Zipf exponent, $\nu$, has a significant impact on the optimal strategy of each MNO-$(k)$. (ii) When the bandwidth increases, the cache size is also increased for a given $\nu$. However, changing the bandwidth does not affect the SBS intensity. (iii) The UE intensity and subchannels have high influence on the cache size. (iv) The price of power consumption per unit area, $\gamma$, and the circuit power, $p_c$, affect the profit of the local 5G OP significantly.

VII. CONCLUSION

We have proposed a novel deployment of indoor wireless networks for local 5G OP with virtualized cache-enabled SBSs. The local 5G OP provides the infrastructure, consisting of RAN and and edge caching, to multiple MNOs. With infrastructure sharing deployment, multiple MNOs are able to use the common infrastructure simultaneously. The throughput of videos/contents transmission from the SBS to each UE for interference limited case has been derived. Each MNO aims to minimize the cost of rented cache subject to latency constraint at each UE while SBSs transmit contents/videos to the UEs. The problem of each MNO has been transformed into geometric program and a closed-form solution has been obtained. Likewise, we have modeled the pricing problem for sharing the cache-enabled SBSs infrastructure between the local 5G OP and the MNOs as a Stackelberg game where the local 5G OP is the leader and the MNOs are the followers. With infrastructure sharing deployment, we have shown that the single leader multi-followers Stackelberg game has become a single leader single follower Stackelberg game. Then, we have obtained the optimal strategy of the local 5G OP at the subgame perfect equilibrium of Stackelberg game via successive geometric programming. Lastly, sharing of the rent of infrastructure among the MNOs has been done via Shapely value. However, the proposed framework can be enhanced by considering spectrum sharing in addition to infrastructure sharing among the MNOs as well as the SBSs and cache storage can be implemented by multiple local 5G OPs.
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