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Abstract—The last decade has witnessed one of the fastest
growth in Web 2.0 technology with the diversity of channels,
structure and content of user generated content. Such data can
be textual, visual or multimedia. This created valuable source
of data for users, professionals and research community. This
paper explores potential correlation that may exist between
images and the associated textual content. Especially, we explore
the influence of the image quality on the nature of the users’
content. For this purpose, Brisque image quality index has
been performed. The quantification between the image quality
and the users’ textual generated content is evaluated using
both the number of comments generated by users and overall
sentiment score associated to the given image. The results of such
analysis confirms the hypothesis of positive correlation between
the quality of posted image and the associated user’s content in
the above sense. A new tourism dataset Tourism48 ! constructed
from IMGUR web service was also introduced and made public.

Index Terms—social media, Image captioning, image descrip-
tion, sentiments.

I. INTRODUCTION

Internet has brought a lot of revolutionary technologies
during the past two decades, which made people’s life easier
and more comfortable in terms of daily routine activities like
shopping, spreading the news, communications, online learn-
ing, booking appointments and purchasing services. Indeed,
the emergence of web 2.0 technology in the first decade of the
twenty-first century fostered the development of social media
and other interactive, crowd-based communication tools, this
enables individuals and communities to create and share con-
tent that removed all kinds of space and time communication
barriers. This fostered the development of online communities,
in almost every aspect of our daily activities, empowering
a cultural shift where social media is intertwined with a
commercial logic that promoted online activities and creativity.
For instance, the sharing of travel experiences and adventures
on social media became ubiquitous, enabling random people
to instantaneously follow, share, rate and discuss various
types of content. Sites such as YouTube, Trip Advisory and
Expedia freely provide users a forum to share and rate their
travel experiences so that anyone who comments about a
destination/product becomes part of the marketing process.

I Tourism48: S$https://www.kaggle.com/yazidbounab/
tourism48-for-image-captioning-and-nlp-process$
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Nowadays, the use of visual user-posted content through
video sharing sites such as YouTube is playing an important
role in both shaping a destinations and in counteracting any
negative perceptions, by connecting directly with the tourist
community.

This empowered social media to have a tremendous impact on
tourism industry and altered the landscape of marketing in the
leisure and hospitality industry where consumers engage with
social networking sites to research trips, share their experi-
ences of a particular tourist attraction site, hotel, restaurant or
airline. For instance, TripAdvisor had a wide reaching effect
on customer-booking where many travelers determine their
travel plans based on users’ reviews and social media shares,
which renders online customer service crucial for building a
positive tourism product reputation. As a result, many agencies
have shifted their focus from in-person to online experiences to
adapt to the new technology and market trends. This fostered
the development of the culture of urban exploration where
urban explorers identify, visit and document popular, unknown
and derelict man-made or nature-made structures [1]. This
raises the question of the veracity and completeness of the
information supplied by the users in their posts. On the other
hand, there is an empirical evidence that suggests a strong
link between the destination image (e.g., as highlighted in
user’s posts) and tourist behavior. For instance, [2] found that
“consumer’s attitude towards a product (and product purchase)
is influenced by the matching of the product’s user-image with
the consumer’s self-concept”. This was tested and applied to
evaluate tourist’ attitude towards a destination as tourists have
stereo-typic images of different destinations. Furthermore, [3]
questions the importance of the image quality on the received
user’s feedbacks. This raises the importance of the image/video
layout as posted by the users as it may have a strong influence
and can dictate consumer’s opinion and behavior.

This paper aims to shed the light on the impact of image
layout / quality on the nature of user’s social media dataset.
For this purpose, we use IMGUR [4], an online image sharing
community platform that hosts millions of commented im-
ages/galleries in several topics and subjects and focusing on
tourism related products. The database contains both selected
image galleries from 48 countries and the associated users’
comments for each image. The quality of the images varies
greatly across galleries, which opens up the door to test the



following hypothesis

Hypothesis P: Media posters are impacted by the layout of
the visual post.

The second section of this paper highlights the collected
dataset. The third section details the implemented BRISQUE
image quality metric while the fourth section emphasizes the
data analysis and correlation analysis in order to validate or
refute the aforementioned hypothesis. Finally, conclusion and
perspective work are provided in Section 6.

II. DATA COLLECTION

The data collection task is guided by two main principles:
the quality of the images/videos and the availability of relevant
users’ comments on each image/video. The first requirement
is needed to enable the subsequent image processing task
performed by the image captioning software as bad quality
image will lead to either void outcome or non-satisfactory
result. The second principle is motivated by the study design
plan, which relies on user’s generated content in order to val-
idate or refute the hypotheses highlighted in previous section.
The first attempt in collecting the images/videos with users’
comments is performed using Youtube social media platform.
Nevertheless, the rate-limit of the Youtube API prevented
us from collecting a high quality dataset in terms of user’s
generated content (title, comments/ replies, annotations...).
Therefore, we used IMGUR web service, which is an online
image sharing community repository founded by Alan Schaaf
in 2009 [4]. The availability of an API that allows us to
automate the search operation and monitor the quality of the
user’s generated content played a key-role in our choice. We
named the collected dataset “Tourism48”. It contains data
associated to 48 different countries. Each country has 10
galleries. Each gallery is associated with an album of pictures.
In our case, we restricted to only one picture per gallery
because we wanted to have the comments/replies associated to
one picture only. Otherwise, if the album contains more than
one picture, an extra processing step and data association rea-
soning would be required to find out to which picture a given
comment/reply is associated to. Besides, a manual checking
is performed in order to monitor the quality of the user’s
generated content at each gallery so that pictures that contain
large proportion of unrelated comments are discarded. Using
the IMGUR API, both the image and all the associated user’s
comments/replies are extracted and saved in separate files
gallery_id.jpg that represent the image and Comments.json
for textual comments.

In the second phase of the data collection, we want to
explore the content of each image in terms of key patterns it
contains (e.g., sea, mountain, street, car, table, face,...) to com-
prehend the visual content of the gallery. For this purpose, we
used an automatic image captioning system; namely, Google
Cloud Vision [5] because of its proven efficiency elsewhere.
Strictly speaking, Google Cloud Vision API enables develop-
ers to build a metadata on image catalogue and, therefore,
generate textual description of the image content. It can easily
classify images into thousands of predefined categories and

detect individual objects, faces, among other labels contained
in the images. For this purpose, we feed each of the down-
loaded image to Google cloud vision service to get what we
call the visual characters of that image (annotations/labels) and
save them into a third file google.json. Google Cloud Vision
(GCV) for image annotation has different output entities
(labels, faces, web, locations, Landmarks, properties, etc...).
In our study, we were only interested to Label and Web-
entities because they encompass most of the textual description
of objects identified in the image/video. The output of the
GCV is organized in a dictionary structure where the keys are
labels and the values are confidence scores of the recognized
objects. The preprocessing step is carried out on the content
of the dictionary to remove uncommon characters, URLs and
mentions often occurring in user’s generated content. Besides,
we organized the collected database so that the image with
its associated labels (from Google Cloud Vision) and user’s
textual comments can be accessed and queried separately.
Finally, images, user’s comments and GCV labels were merged
to form a single enlarged dictionary that will be used during
the matching phase. Figure 1 shows a real sample of one
gallery in Tourism48 dataset.

Fennec Fox 98%
Natural Environment 90%
Desert 88%
Hare 82%
Fox 78%
Canidae 77%
Sand 76%
Landscape 73%
wildlife 68%
Aeolian Landform 66%
Rabbits And Hares 61%

id

link: i.imgur.com/x6TwpS0.jpa"
description: null
datetime: 1408810436
downs 116
ups 6981
favorite count: 2962
section: “pics”
» tags: I

title "Desert fox"
topic null
w Comments:

-8

id: 273117513

"x6TwpSQ"
"Fennec

image id
- comment the name you were looking for was Fennec.®
author: "AKittenRidingABurritoThroughSpace"
author id 3534611
on_album: false
album_cover nul
ups 1233
downs: 28
points: 1213
datetime: 14088196839
parent_id )

deleted false
vote: null

platform: “unknown"

Fig. 1. Tourism48 dataset gallery sample



Left-hand side of the figure 1 shows an image of desert
fox taken in desert where the right-hand side shows the
associated labels outputted by the GCV. Particularly, it is easy
to acknowledge the ability of the GCV to identify the key
descriptors of the image content (Fox, Natural Environment,
Desert, Sand). The figure also highlights the various attributes
of the users’ generated content. One may notice, for instance,
the file includes a title attribute containing “Desert”, ”Fox”,
which fully match with GCV’s output. Nevertheless, the
attributes related to Topic or Tag were void in this example.
User’s comment in this example is also relevant as it points
to type of the Fox “Fennec”, which overlaps with GCV’s
output as well. A statistical summary of the collected dataset
is highlighted in Tablel. The latter summarizes the statistics
associated with both the attributes of the images and the user’s
generated content in terms of textual data.

TABLE I
TOURISM48 DATASET SUMMARY

[ Dataset Summary

Dataset Size 254.9 MB
Number of images | 480 image
Image/gallery 01 image
Image Min Max Avg

Height 199 5113 1171.32

Width 232 7666 1378.3

Size KB [ 7.9 3789.52 | 43238

Total Avg Std Skew | Kurt
Comments Number | 37360 77.83 | 76.29 2.43 9.41
Comments (Words) | 355429 9.27 6.75 6.75 0.06
Emoticons 11.0 0.0 0.01 58.25 | 3391.36
Links/Urls 2027 0.06 0.23 4.31 19.83
Mentions 213 0.01 0.07 13.67 | 193.74
Symbols 427908 11.18 | 8.13 0.97 0.84

The table above highlights the variety of the gathered
images in terms of resolution and size as well as the variation
of user’s generated content in terms of size, number of com-
ments associated to the image, presence of special characters
(emoticons, links/URLs, Mentions, Symbols).

III. IMAGE QUALITY

With the advance of a wide range of handheld devices which
can capture, compress, process, store and share a variety of
audiovisual content, a tremendous amount of visual data is
making its way to consumers. For that, it is important to
afford many resources and efforts to ensure that the end user
could benefit from good quality images or videos. It is to
note, image quality affects the user’s behavior. According to
Cornell [6], poor pictures may negatively impact on the user’s
experience, website conversion ratio, the time one stays on the
website, and trust/credibility of the web content. Image quality
assessment (IQA) aims to quantitatively represent the human
perception of quality in a scalar or vector representation [7]. In
other words, the main goal of IQA is to automatically predict
perceived image quality. Methods of IQA are mainly split into
two distinct categories: (1) Reference-based evaluation and (2)
No-reference based evaluation.

A. Reference-based Image Quality Assessment

Reference-based evaluation requires a high-quality image
to be considered as a reference. The differences between this
reference and the distorted images are evaluated and the qual-
ity scores are therefore calculated. These algorithms are used
to measure the ability of image processing techniques such
as image compression or transmission in compromising the
image quality. We can quote among reference-based evaluators
the Structural Similarity Index (SSIM) [8].

B. Referenceless Image Quality Assessment

In many real-world scenarios, where image quality com-
putation is undertaken, reference information is generally
unavailable. In this case, another category of IQA is used.
No-reference IQA, called also Blind or Referenceless IQA
does not require a reference image to evaluate another image
quality. To predict the image quality, the only information
needed is the distorted image whose quality is being assessed.

[9] introduced a Blind/referenceless Image Spatial Quality
Evaluator BRISQUE. It is purely spatial, does not require a
mapping to a different co-ordinate domain (unlike many other
blind methods based on the image modeling in wavelet or DCT
domains) and relies only on image pixels to calculate features.
BRISQUE quantifies possible losses of “naturalness” in the
image based on the hypothesis that MSCN (mean subtracted
contrast normalized) coefficients have characteristic statistical
properties that are changed by the presence of distortion.
Quantifying these changes may help to predict the type of
distortion affecting an image.

Given an image [(i,j), first compute locally normalized
luminescence that refers to MSCN. It is computed as shown in
Equation 1 where i€1,2..M, jel,2...N and C =1 or = 1/255
if I(i, j) domain is [0, 255] or [0, 1] respectively. M and N are
the image height and width respectively.

’ o(i,j)+C

The local mean could be obtained using Equation 2 and in
practice it is calculated by just applying a Gaussian filter to

the image. w is a Gaussian kernel of size (K, L). Similarly,
the local deviation is calculated using Equation 3.
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The MSCN coefficients are proven to be distributed as
a Generalized Gaussian Distribution (GGD) for a broader
spectrum of the distorted image. Equation 4 illustrates the
GGD density function where « controls the shape of the
distribution and o2 controls the variance.
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and T'(.) is the gamma function for a>0
I'(a) = / t*tetdt (6)
0

Since the signs of adjacent coefficients exhibit a regular
structure that can be disturbed due to a distortion, it is
also important to model the statistical relationships between
neighboring pixels. For that, [9] model this structure using
the empirical distributions of pairwise products of neighbor-
ing MSCN coefficients along four orientations: horizontal H,
vertical V, main-diagonal D1 and secondary-diagonal D2 as
follows.

Hi,j) = 1(6,5)I(5,5 +1) (7
V(i,j) = I(i,5)I(i +1,7) (8)
D1(i,5) = 1(i,))I(i + 1,5 +1) ©9)

D1(i,j) =1(i,))I(i+1,j—1) (10)

Also, the GGD found to be not good enough to fit to the
empirical histograms of coefficient products. Thus, instead of
fitting these coefficients to GGD, they are fit to an Asymmet-
ric Generalized Gaussian Distribution (AGGD) model whose
density function is given by the Equation 11. v controls the
shape of the distribution, while o7 and ¢ control the spread
on each side. side could be either r or / and the mean 7 of
AGGD is given in Equation 13.

v —(52)”
— e 1 T < 0
f(wsv,08,07) = § PHAITC) (—(£)") -0 (1
Gasorm© T TPE
Where
B r'(3)
Bside = Oside F(é) (12)
r)

Finally, shape and variance features are extracted by fitting
GGD to MSCN coefficients and shape, while, mean, left
variance and right variance are extracted for each pairwise
products fitting to the AGGD, to identify distortions. This
yields a holistic measure of quality, which is summarized in
Algorithm 1 where the BRISQUE coefficient calculus for a
given image is detailed.

Algorithm 1 Calculate BRISQUE Coefficient
1: GivenImage : I(ij)

C : constant

W : GaussianFilter

//Calculatelocalmean :
(i, j) < W(I(i, j5))

//Calculate local deviation :

R I AN A o

=4

a(i,j) + VW (I(i,5) — (i, )
: MSCN Coef ficients + (u,0)

—_ -
N o~

13: //Calculate Pairwise products Empirical Distributions

140 H(i, ) < I(i, j)I(i,j+1)

150 V(i,§) < 1(i, j)I(i + 1, )

16: D1(i,5) < 1(i, j)I(Gi + 1,5+ 1)
17: D2(i,5) < 1(i, j)I(i +1,5 — 1)
18:

19: //Apply GGD to MSCN Coef ficients
20 GGD (MSCN Coef ficients)

22: [/« Apply AGGD to Empirical histograms
23: of coef ficient products x /
24: AGGD (Coef_pair_products) =0

IV. ANALYSIS

To test the hypothesis of whether users are impacted by
the layout of a given image. We check whether the quality
of that image has an impact on either the user tendency
of engagement through textual posts associated with that
image or positive sentiment as gathered by the users’ posts.
This follows the intuition that a good quality image would
attract more interest from the user’s community, which is then
materialized by a higher number of posts associated to the
image or positive sentiment, in this purpose, a process for
image quality assessment is required. this study employed the
following three variables:

e V7: Number of comments per image.

o V5: Average sentiment score per image.

o V3: BRISQUE quality index value per image.

The quantification of the first two variables is made through
a combination of simple natural language processing tasks
and statistics. In this respect, V; turns out to be a simple
count of number of comments associated to a given image as
recorded in Tourism48 database. V5 relies on the application
of sentiment analysis on the user’s textual comments and
recording the average sentiment score over the sentiment
scores of individual posts pertaining to the same image. For
this purpose, we utilize SentiStrength package [10]. The latter
provides both positive and negative sentiment scores as integer
values in the range [4,-4] interval. An arithmetic of the positive
and negative sentiment provides the average sentiment for the



Quality Scores

given utterance (post). Next, individual sentiment score per
posts are average to yield a global sentiment measure for
the whole underlined image, while V3 is directly outputted
by the BRISQUE quality index module for each inputted
image. Strictly speaking, BRISQUE uses scene statistics of
locally normalized luminance coefficients to quantify possible
losses of “naturalness” in the image due to the presence of
distortions, yielding a holistic measure of quality score. A
smaller BRISQUE score indicates a better perceptual quality.
BRISQUE scores can then be used to create a binary partition
of a (relatively) good quality images.

Figure 2 shows the proportion of quality of image in
Tourism48 dataset using BRISQUE Algorithm.

Image Quality proportion

140
120 A
100 A
80 1
60 -

40

-

0 100

200 300 400 500

Tourism48 Images
Fig. 2. Quality of Image using BRISQUE on Tourism48 dataset

A quick examination of the figure indicates the need for
further statistical analysis in order to validate or refute the
hypothesis P.

Table I shows the overall statistics of the three variables:
Number of comments per image, average positive sentiment
score per image and BRISQUE quality score per image
in terms of mean value, standard deviation, Minimum and
Maximum values, Kurtosis and Skewness.

Now in order to test the validity of Hypothesis P, a statistical
test is carried out. For this purpose, we use BRISQUE score to
generate a partition according to the mean value of BRISQUE
scores leading to:

Py : Set of images I such that BRISQUE() > EO

P5: Set of images I such that BRISQUE(I) < EO

where EO stands for the mean value of the BRISQUE image
score.

Since the population P; and P, have different size, we use
the non-parametric statistical test Wilcoxon rank-sum test [11],
[12] to evaluate the null hypothesis that the two independent
samples of Number of comments (resp. positive sentiments) in
P and P, comes from distribution with equal medians. The
alternative hypothesis is that the two samples do not have same
median distribution, and therefore, validate that one sample has

a significantly larger median than the other. The results of this
statistical test are shown in Table II and Table III.

TABLE II
STATISTICAL TEST FOR HYPOTHESIS 1 (PART 1)

Wilcoxon rank-sum test for Number of Comments samples in P; and P»

Population P; Population P>
Mean 70.80 92.45
Standard deviation 13.85 19.89
Observations 204 276
Hypothesized equal median | h=1
P-value 0.03
Rank Sum statistics value 203.78
Z-score -1.23

The reading of Wilcoxon rank-sum test results indicates
clearly that Hypothesis can only be validated when using the
number of comments each image received from the user (H-
value = 1 and p-value less than 5 percent), while the senti-
ment score test cannot refute the hypothesis of equal median
populations at 5 percent significance level. This can also be
explained by the high variability and instability characterizing
the sentiment of the posts because of the lack of clear state-
ments and expressions that would support positiveness due to
inherent structure of human language where the neutrality is a
dominant behaviour. On the other hand, this also can be partly
attributed to inherent limitations of the SentiStrength package
employed to capture the sentiment score of utterances.

V. CONCLUSION

In the digital era, social media has tremendously impacted
tourism industry and altered the landscape of marketing in the
leisure and hospitality industry where consumers constantly
engage with social networking sites to share their experiences,
thoughts and, subsequently, find interesting opportunities
raised by the user community instead of professionals, which,
ultimately fosters the development of the culture of urban ex-
ploration. Therefore, comprehending users’ behaviours using
user’s generated content plays a key-role for tourism industry
stakeholders. This paper contributes to this overreaching goal
where a new tourism database; namely, Tourism48, containing
galleries of attraction from 48 different countries together with
their associated user comments, has been constructed using
IMGUR web service. Next, in order to test the hypothesis how
the image quality and layout impacts users’ generated content,
an original analysis has been carried out. This involves the

TABLE III
STATISTICAL TEST FOR HYPOTHESIS 1 (PART 2)

Wilcoxon rank-sum test for Sentiment scores of samples in P; and P»
Population P, Population P>

Mean 0.125 0.107

Standard deviation 0.214 0.187

Observations 204 276

Hypothesized equal median | h=0

P-value 0.4

Rank Sum statistics value 50317

Z-score 0.83




use of BRISQUE index for automatically quantifying image
quality. This is then correlated to two variables generated
from textual inputs: Number of users’ comments and Average
sentiment score. The analysis carried out using Wilcoxon rank-
sum statistical test indicates the tenacity of the hypothesis
when considering the Number of comments attribute. In other
words, the higher the quality of the posted images, the higher
the number of posts assigned to the image. However, the
sentiment score does not provide enough evidence to support
or refute the underlined hypothesis. The results highlighted in
this paper will pave the way for efficient reuse of the growing
user - generated content in tourism related sources in order to
strengthen the tourism industry and benefit from the increasing
urban exploration culture.
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