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POSITIVITY OF THE FUNDAMENTAL SOLUTION FOR FRACTIONAL DIFFUSION AND WAVE EQUATIONS

JUKKA KEMPPAINEN

Abstract. We study the question of positivity of the fundamental solution for fractional diffusion and wave equations of the form, which may be of fractional order both in space and time. We give a complete characterization for the positivity of the fundamental solution in terms of the order of the time derivative $\alpha \in (0, 2)$, the order of the spatial derivative $\beta \in (0, 2]$ and the spatial dimension $d$. It turns out that the fundamental solution fails to be positive for all $\alpha \in (1, 2)$ and either $\beta \in (0, 2]$ and $d \geq 2$ or $\beta < \alpha$ and $d = 1$, whereas in the other cases it remains positive. The proof is based on delicate properties of the Fox H-functions and the Mittag-Leffler functions.

1. Introduction

We study the positivity of the fundamental solution for the diffusion-wave equation

$$\partial_\alpha u(t, x) + (-\Delta)^{\beta/2} u(t, x) = 0 \quad \text{in} \quad \mathbb{R}_+ \times \mathbb{R}^d, \quad 0 < \alpha < 2, \quad 0 < \beta \leq 2,$$

where $\partial_\alpha$ denotes the Caputo fractional derivative if $1 \neq \alpha \in (0, 2)$ and $\Delta$ is the Laplace operator. When $\alpha = 1$, $\partial_\alpha$ denotes the usual time derivative $\partial_t$. Since the fractional derivatives are nonlocal, the equation may be nonlocal both in space and time in which case we call it a fully nonlocal diffusion-wave equation.

We present a unified approach in terms of the Fox H-functions and the Mittag-Leffler functions to study the positivity on the whole range $\alpha \in (0, 2), \beta \in (0, 2]$ in all spatial dimensions $d \geq 1$. Large part of the results we present here are already known in the literature but a unified presentation is missing. In particular, large part of the results in the literature concentrate on the subdiffusive region $0 < \alpha < 1$ and to the case $\beta = 2$. The case $\alpha \leq 1$ is well-studied, since it is known that the fundamental solution induces a probability density in $\mathbb{R}^d$, see e.g. [15]. Alternatively, one may use the nice subordination principle to cover the region $0 < \alpha < 1$ and $0 < \beta < 2$, see e.g. [1, 2, 34, 38]. For $\alpha > 1$ there are fewer works. In the literature it is already observed that the fundamental solution may not be positive in the multidimensional case, if $\alpha > 1$. But to the best of author’s knowledge the results covering the whole range $(\alpha, \beta, d) \in (1, 2) \times (0, 2] \times \mathbb{Z}_+$ seem to be missing. The celebrated paper of Schneider and Wyss [35] covers the whole range $0 < \alpha < 2$ in the case $\beta = 2$, and it is shown that the fundamental solution changes sign in dimensions $d \geq 2$, if $\alpha > 1$. See also [13]. The one-dimensional case in the region $\alpha > 1$ and $\beta = 2$ is studied in [27], where it is proved that the fundamental solution is positive. For the fully nonlocal diffusion-wave equation the failure of positivity is proved in [12] for $1 < \alpha \leq \beta < 2$ and $d = 3$. The case $\alpha = \beta \in (1, 2)$ in dimensions $d = 1, 2, 3$ is studied in [24], where it is proved that
the fundamental solution is a probability density function in dimension \( d = 1 \) and changes sign in dimension \( d = 3 \).

In our analysis we will utilize the fine properties of the Fox \( H \)-functions including simplification rules, the series representations, the asymptotic behavior and the integral transform formulas. The Fox \( H \)-functions generate a rich family of elementary and special functions, which is a proper framework for studying various properties of the model problem (1.1). For example, the asymptotic behavior of the fundamental solution is studied in [18, 14, 15], which turn out to be useful.

The author hopes that knowing the borderlines of positivity of the fundamental solution of the simple model problem (1.1) gives insight for the probabilistic interpretation of more general problems. There is a strong interplay between the stochastic processes and (integro-)PDEs. In particular, the probability density function of the stochastic process at time instant \( t > 0 \) is a solution of a (integro-)PDE such as (1.1). For this connection we refer to [29] and references therein.

The positivity of the fundamental solution or lack of it has also a crucial effect on the properties of the solutions \( u(t,x) \) of (1.1). In particular, if the fundamental solution \( G(t,x) \) fails to be positive, the solution operator

\[ S_{\alpha,\beta}^t : u_0 \mapsto u(x,t) = (G \ast u_0)(t,x), \quad u_0(x) = u(x,0), \]

where \( \ast \) denotes the convolution in the spatial variable \( x \), does not preserve positivity. This implies that in general we do not have nontrivial lower estimates for the norms of the solutions. From physical point of view the lost of positivity means that the equations of the form (1.1) cannot model diffusion in spatial dimensions greater than one, if \( \alpha > 1 \).

2. Preliminaries and the positivity result

Let us first fix some notations. We denote the space of \( k \)-times continuously differentiable functions by \( C^k \) and \( C^0 := C \).

The Riemann-Liouville fractional integral of order \( \alpha \geq 0 \) is defined for \( \alpha = 0 \) as \( J^0 := I \), where \( I \) denotes the identity operator, and for \( \alpha > 0 \) as

\[ J^\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-\tau)^{\alpha-1} f(\tau) d\tau = (g_\alpha \ast f)(t), \quad \text{(2.1)} \]

where

\[ g_\alpha(t) = \frac{t^{\alpha-1}}{\Gamma(\alpha)} \]

is the Riemann-Liouville kernel and \( \ast \) denotes the convolution in time.

The Caputo fractional derivative of order \( 0 < \alpha < 2 \) is defined by

\[ \partial^\alpha_t f(t) = J^{[\alpha]-\alpha} \left( \frac{d^{[\alpha]}}{dt^{[\alpha]}} f \right)(t), \quad \text{(2.2)} \]

where \( \lceil \alpha \rceil = \min\{k \in \mathbb{Z} : k \geq \alpha \} \) denotes the least integer greater than or equal to \( \alpha \). Using (2.1) we can write the definition (2.2) in the integral form

\[ \partial^\alpha_t f(t) = \begin{cases} \frac{1}{\Gamma(1-\alpha)} \int_0^t (t-\tau)^{-\alpha} f'(\tau) d\tau, & \text{when } 0 < \alpha < 1, \\ \frac{1}{\Gamma(2-\alpha)} \int_0^t (t-\tau)^{1-\alpha} f''(\tau) d\tau, & \text{when } 1 < \alpha < 2, \end{cases} \quad \text{(2.3)} \]

and, adopting the convention \( J^0 := I \), the definition (2.2) reduces to the usual time derivative \( \partial_t \), when \( \alpha = 1 \).
Let
\[ \hat{u}(\xi) = \mathcal{F}(u)(\xi) = (2\pi)^{-d/2} \int_{\mathbb{R}^d} e^{-ix \cdot \xi} f(x) dx \]
denote the Fourier and inverse Fourier transforms of \( u \), respectively. We define the fractional Laplacian as
\[ (-\Delta)^{\beta/2} u(x) = \mathcal{F}^{-1}(\xi)^{\beta} \hat{u}(\xi). \tag{2.4} \]
Let \( S'(\mathbb{R}^d) \) denote the Schwartz space, when its dual \( S'('R^d) \) is the space of tempered distributions. Since the Fourier transform is a mapping from \( S'('R^d) \) into itself, the fractional Laplacian given by (2.4) defines a mapping from \( S'('R^d) \) into itself.

In literature there are different definitions for the fundamental solutions of PDEs, but there seems to be no formal definition of the fundamental solution for the fractional Laplacian given by (2.4). We want to dwell into detailed regularity of the solution, we define the concept of the fundamental solution as follows.

**Definition 2.5.** The function \( \Phi : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R} \) is called a fundamental solution of (1.1), if \( \Phi(t,\cdot) \) solves (1.1) in the sense of \( S'(\mathbb{R}^d) \) for all \( t > 0 \) and
\[ \lim_{t \to 0} \Phi(t,x) = \delta(x) \quad \text{in} \quad S'('R^d) \]
with \( \lim_{t \to 0} \partial_t \Phi(t,x) = 0 \) in \( S'('R^d) \), if \( 1 < \alpha < 2 \).

With this definition at hand, \( \Phi(t,\cdot) \) solves (1.1) in \( S'(\mathbb{R}^d) \) if and only if \( \Phi(t,\xi) \) solves
\[ \partial_t^\alpha \hat{u}(t,\cdot) + |\cdot|^\beta \hat{u}(t,\cdot) = 0 \quad \text{in} \quad S'(\mathbb{R}^d) \tag{2.6} \]
for all \( t > 0 \) [37]. It is known that the Mittag-Leffler function \( E_\alpha(-|\cdot|^\beta t^\alpha) \) defined by (5.27) is a solution of (2.6) [17, Chapter 4]. Hence it remains to find a function satisfying the initial condition(s) and whose Fourier transform is the Mittag-Leffler function. The formula for the fundamental solution of (1.1) given in terms of the Fox \( H \)-function can be found from the literature, see e.g. [5, 15, 18]. We will show that the fundamental solution can be written in a form
\[ G_{\alpha,\beta,d}(t,x) = \pi^{-d/2} |x|^{-d} H_\mathcal{D}^{21}_{22} \left( 2^{-\beta} t^{-\alpha} |x|^\beta, (1,1), (1,\alpha), (d/2,\beta/2), (1,1), (1,\beta/2) \right), \tag{2.7} \]
where \( H_\mathcal{D}^{21}_{22} \) is a Fox \( H \)-function whose precise definition is given in Appendix 5. We will drop the subindices from \( G \) in (2.7) and simply denote \( G := G_{\alpha,\beta,d} \) if there is no danger of confusion. We will prove

**Theorem 2.8.** The fundamental solution of the problem (1.1) is given by (2.7). It

(a) is positive, if either \( \alpha \in (0,1], \beta \in (0,2] \) and \( d \geq 1 \), or \( \alpha \in (1,2), \beta \in [\alpha,2] \) and \( d = 1 \);

(b) changes sign in the following cases of the parameters:

(i) \( d \geq 2 \), \( \alpha \in (1,2) \) and \( \beta \in (0,2] \);

(ii) \( d = 1 \), \( \alpha \in (1,2) \) and \( \beta < \alpha \).
Note that, when \( \beta = 2 \), we can use the property (iii) of Lemma 5.12 to simplify the expression of the fundamental solution into the form

\[
G_{\alpha,2,d}(t,x) = \pi^{-d/2}|x|^{-d}H^{20}_{12}\left(\frac{1}{4}t^{-\alpha}|x|^2; \frac{(1,\alpha)}{(d/2,1)}, (1,1)\right),
\]

which is the form given in [14], see also [6]. If we further specialize \( \alpha = 1 \) in (2.9) and use the symmetry property of the \( H \)-function \( H^{20}_{12} \) for the parameters appearing in \( A(s) \) of (5.6) together with the property (iii) of Lemma 5.12, we obtain the representation

\[
G_{1,2,d}(t,x) = \pi^{-d/2}|x|^{-d}H^{10}_{01}\left(\frac{|x|^2}{4t}; \frac{-}{(d/2,1)}\right).
\]

Further, using the property (v) with \( \sigma = d/2 \) and the formula (5.29), the representation (2.7) reduces to the heat kernel

\[
G_{1,2,d}(t,x) = \frac{1}{(4\pi t)^{d/2}} \exp\left(-\frac{|x|^2}{4t}\right).
\]

3. Proof of Theorem 2.8

3.1. Asymptotic behavior and the Fourier transform of the fundamental solution. For the moment we assume that \( G \) is given by (2.7) and call it fundamental solution although we have not proved that \( G \) satisfies the condition(s) of Definition 2.5. We start with the asymptotic behavior of \( G \). We have the following result

**Lemma 3.1.** Let \( d \in \mathbb{Z}_+, \, 0 < \alpha < 2 \) and \( 0 < \beta \leq 2 \). Denote \( R := |x|^\beta t^{-\alpha} \). Then the function \( G \) given by the formula (2.7) has the following asymptotic behavior:

(i) If \( R \leq 1 \), then

\[
|G(t,x)| \lesssim \begin{cases} 
  t^{-\alpha d/\beta}, & \text{if } \alpha = 1, \text{ or } \beta > d \text{ and } 0 < \alpha < 2, \\
  t^{-\alpha (|\log(|x|^\beta t^{-\alpha})| + 1)}, & \text{if } \beta = d \text{ and } 0 < \alpha < 2, \alpha \neq 1, \\
  t^{-\alpha |x|^{-d+\beta}}, & \text{if } 0 < \beta < d \text{ and } 0 < \alpha < 2.
\end{cases}
\]

(ii) If \( R \geq 1 \), then

\[
|G(t,x)| \lesssim t^{\alpha} |x|^{-d-\beta}, \quad \text{if } \beta < 2.
\]

In the special case \( \beta = 2 \) there holds

\[
|G(t,x)| \lesssim t^{-\alpha d/2} \exp\left(-cR^{-\alpha}\right)
\]

for some positive constant \( c \).

**Proof.** The proof is given in [15] in the case \( \alpha \leq 1 \). A closer look at the proof reveals that the role of \( \alpha \) is merely a parameter as long as \( \alpha < 2 \). The asymptotics follow from the results and discussion of Appendix. For the convenience of the reader we sketch here the idea of the proof.

The asymptotics in (i) follow from Cauchy’s residue theorem and the Mellin transform

\[
H^{21}_{23}(s) := M\left(\frac{1}{2}t^{(1,1), (1,\alpha)}(\frac{1}{2}, \frac{\alpha}{2}); (1,1), (1,\frac{\alpha}{2})\right)(s)
\]

\[
= \frac{\Gamma\left(\frac{\alpha}{2} + \frac{s}{2}\right)\Gamma(1+s)\Gamma(-s)}{\Gamma(1+\alpha s)\Gamma(-\frac{\alpha}{2}s)}
\]

of the \( H \)-function appearing in (2.7), see also formulæ (5.5) and (5.6). Since the Gamma function has simple poles at non-positive integers, the leading term of the
series expansion is determined by the poles of the function \( s \mapsto \mathcal{H}_{23}^{21}(s)z^{-s} \). The different cases of (i) are consequences of the different possibilities for the leading term.

For example, if \( \alpha = 1 \) or \( \beta > d \), the leading term is given by the pole of the Gamma function \( \Gamma(\frac{d}{2} + \frac{\beta}{2} s) \) at \( s = -\frac{d}{2} \), since in the preceding case \( \Gamma(1 + \alpha s) \) in the denominator cancels \( \Gamma(1 + s) \) in the numerator, whereas in the latter case the pole of the Gamma function \( \Gamma(\frac{d}{2} + \frac{\beta}{2} s) \) at \( s = -\frac{d}{2} \) gives the dominating power \( z^{d/\beta} \).

Then

\[
G(t, x) \sim \pi^{-d/2}|x|^{-d} \text{Res}_{s=-\frac{d}{2}} \mathcal{H}_{23}^{21}(s)(2^{-\beta} R)^{-s} = \pi^{-d/2} 2^{1-d} \Gamma(1 - \frac{d}{2}) \Gamma(\frac{d}{2}) \beta^{\alpha} R^{\alpha d/\beta},
\]

as \( R = |x|^\beta t^{-\alpha} \to 0 \). The other cases can be treated in a similar fashion.

The asymptotics in (ii) follow from Theorem 5.24 for \( \beta \neq 2 \). When \( \beta = 2 \), then by Theorem 5.25 the \( H \)-function \( H_{23}^{21} \) in (2.9) decays exponentially at infinity \( R \to \infty \). For details we refer to [4] and [16, Section 1.7], see also [6, 14].

Remark 3.2. (i) Note that in [15] we had sharp asymptotics due to the positivity of the fundamental solution. When \( \alpha > 1 \), the fundamental solution may no longer be positive, whence in general we have only upper estimates in Lemma 3.1. But if we replace the conditions \( R \leq 1 \) and \( R \geq 1 \) with the limiting forms \( R \to 0 \) and \( R \to \infty \), we obtain sharp asymptotical behavior. We will use this observation later, when we prove that the fundamental solution does not preserve positivity.

(ii) Since the Fox H-function \( H_{23}^{21}(z) \) appearing in (2.7) is an analytic function of \( z \neq 0 \), \( G(t, x) \) is a smooth function as long as \( x \neq 0 \). But in the spatially multidimensional case \( G(t, \cdot) \) has singularity at the origin for all times \( t > 0 \). Hence the fundamental solution cannot actually be a proper solution of (1.1).

The estimates (i) of Lemma 3.1 imply that \( G(t, \cdot) \) is locally integrable for any fixed \( t > 0 \). The estimates (ii) of Lemma 3.1 in turn imply that \( G(t, \cdot) \) is integrable at infinity. Moreover, since \( G(t, x) \) of (2.7) is a smooth function on \( t > 0 \) and \( x \neq 0 \), the function \( G(t, \cdot) \) is integrable in \( \mathbb{R}^d \), so, in particular, the Fourier transform of \( G(t, \cdot) \) exists. Let us calculate the Fourier transform.

We use the Fourier transform formula for a radial function \( f(r) := f(x) \) with \( r = |x| \) defined on \( \mathbb{R}^d \) [11]

\[
\hat{f}(\xi) = |\xi|^{\frac{d}{2}} \int_0^\infty r^{\frac{d}{2}-1} J_{\frac{d}{2}-1}(r|\xi|) f(r) dr
\]

and use the property (vii) of Lemma 5.12 to obtain

\[
\hat{G}(t, \xi) = (2\pi)^{-d/2} H_{23}^{21} \left( t^{-\alpha} |\xi|^{-\beta} \right) \begin{pmatrix} 1, & 1, & 1, & 1, & (1, \beta/2), & (1,1) & (1, \alpha) & (d/2, \beta) \end{pmatrix}.
\]

Using the properties (ii), (iii) and (iv) of Lemma 5.12 we can simplify the Fox H-function appearing in (3.4) as follows

\[
H_{23}^{21} \left( t^{-\alpha} |\xi|^{-\beta} \right) := H_{23}^{21} \left( t^{-\alpha} |\xi|^{-\beta} \right) \begin{pmatrix} 1, & 1, & 1, & 1, & (1, \beta/2), & (1,1) & (1, \alpha) & (d/2, \beta) \end{pmatrix} = H_{23}^{21} \left( t^{-\alpha} |\xi|^{-\beta} \right) \begin{pmatrix} 1, & 1, & 1, & 1, & (1, \beta/2), & (1,1) & (1, \alpha) & (d/2, \beta) \end{pmatrix} = H_{11}^{11} \left( t^{-\alpha} |\xi|^{-\beta} \right) \begin{pmatrix} 1, & 1, & 1, & 1, & (1, \alpha) & (1, \beta/2), & (1,1) & (1, \alpha) \end{pmatrix} = H_{11}^{11} \left( t^{-\alpha} |\xi|^{-\beta} \right) \begin{pmatrix} 1, & 1, & 1, & 1, & (1, \alpha) & (1,1) & (1, \alpha) \end{pmatrix}.
\]
which together with the formula (5.28) implies that the Fourier transform of function \( G(t, \cdot) \) defined by (2.7) is a constant multiple of the Mittag-Leffler function,
\[
\hat{G}(t, \xi) = (2\pi)^{-d/2}E_{\alpha}(-|\xi|^\beta t^{-\alpha}).
\]

3.2. The conditions of Definition 2.5. Since the Mittag-Leffler function satisfies (2.6), it is enough to check that the initial conditions in Definition 2.5 are satisfied.

We see from (2.7) that \( G \) has the following scaling structure
\[
G(t, x) = t^{-\alpha d/\beta}G(1, t^{-\alpha/\beta}x), \quad t > 0, \quad x \neq 0,
\]
which together with \( G(t, \cdot) \in L^1(\mathbb{R}^d) \) implies
\[
\langle G(t, \cdot), \varphi \rangle = \int_{\mathbb{R}^d} G(1, x)\varphi(t^{\alpha/\beta}x)dx \to \varphi(0), \quad t \to 0,
\]
for all \( \varphi \in \mathcal{S}(\mathbb{R}^d) \). Here we used the dominated convergence theorem and the fact (see (5.27))
\[
\int_{\mathbb{R}^d} G(1, x)dx = (2\pi)^{d/2}\hat{G}(1, 0) = E_{\alpha}(0) = 1,
\]
which holds for all \( 0 < \alpha < 2 \). Hence the initial condition for \( G \) is satisfied.

If \( \alpha > 1 \), we need also the initial condition for the first time derivative, which due to the smoothness of \( G \) is equivalent to
\[
\langle \partial_t G(t, \cdot), \varphi \rangle = \partial_t \langle F^{-1}FG(t, \cdot), \varphi \rangle = \partial_t \int_{\mathbb{R}^d} \hat{G}(t, \xi)\hat{\varphi}(-\xi)d\xi.
\]
Using the series expansion (5.27) for the Mittag-Leffler function we obtain
\[
-\frac{\alpha}{\Gamma(1 + \alpha)}t^{\alpha-1} \int_{\mathbb{R}^d} |\xi|^\beta \hat{\varphi}(-\xi)d\xi + \mathcal{O}(t^{2\alpha-1}) \to 0, \quad t \to 0,
\]
which proves that the second initial condition is satisfied, when \( \alpha > 1 \).

3.3. Proof of (a). Case \( \alpha \leq 1 \): We start with the easiest case \( \alpha \leq 1 \). In this case we are able to use Schoenberg’s Theorem 5.3. Since the Fourier transform of the fundamental solution is the Mittag-Leffler function, it is enough to show that the function
\[
\phi(R) = E_{\alpha}(-t^\alpha R^{\beta/2}), \quad R = |\xi|,
\]
is completely monotone. In [33] it is shown that the function \( R \mapsto E_{\alpha}(-R) \) is completely monotone for \( 0 < \alpha \leq 1 \). Since \( R^{\beta/2} \geq 0 \) for \( R \geq 0 \) and \( \frac{d}{dR} R^{\beta/2} = \frac{\beta}{2} R^{\frac{\beta}{2} - 1} \) is clearly a completely monotone function for \( \beta \leq 2 \), it follows from Theorem 5.2 that \( \phi \) given by (3.7) is completely monotone for all \( t > 0 \).

Case \( d = 1 \) and \( \beta = \alpha > 1 \): This case is considered in [23]. For reader’s convenience we repeat briefly the argument. It turns out that we are able to derive an explicit formula for the fundamental solution in terms of elementary functions. The formula (2.7) in this case reads
\[
G(t, x) = \pi^{-1/2}|x|^{-1}\mathcal{H}_{2d}^{\frac{21}{2}} \left( 2^{-\beta}t^{-\beta}|x|^\beta \right),
\]
which holds for all \( 0 < \alpha < 2 \) and \( \beta \leq 2 \).

Using the definition of the \( H \)-function (5.5) the formula (3.8) can be written in terms of the Mellin-Barnes integral
\[
G(t, x) = \frac{1}{2\pi \sqrt{\pi}|x|} \int \Gamma\left(\frac{1}{2} + \frac{\beta}{2s}\right) \Gamma(1 + s)\Gamma(-s) 2^{\beta s} \left( \frac{x}{t} \right)^{-\beta s} ds.
\]

Using the definition of the \( H \)-function (5.5) the formula (3.8) can be written in terms of the Mellin-Barnes integral
\[
G(t, x) = \frac{1}{2\pi \sqrt{\pi}|x|} \int \Gamma\left(\frac{1}{2} + \frac{\beta}{2s}\right) \Gamma(1 + s)\Gamma(-s) 2^{\beta s} \left( \frac{x}{t} \right)^{-\beta s} ds.
\]

Using the definition of the \( H \)-function (5.5) the formula (3.8) can be written in terms of the Mellin-Barnes integral
\[
G(t, x) = \frac{1}{2\pi \sqrt{\pi}|x|} \int \Gamma\left(\frac{1}{2} + \frac{\beta}{2s}\right) \Gamma(1 + s)\Gamma(-s) 2^{\beta s} \left( \frac{x}{t} \right)^{-\beta s} ds.
\]
Since now the parameters $D$ and $\delta$ defined as (5.16) and (5.17) for the $H$ function $H^{21}_{23}$ are $D = \beta - \alpha = 0$ and $\delta = 2^{-\beta}$, it follows from Theorem 5.20 that we can determine the series expansion of (3.9) for all $|x| < t$. But before doing that it is better to simplify the ratio of the Gamma functions.

Indeed, using the Legendre duplication formula

$$\Gamma(z)\Gamma(z + \frac{1}{2}) = 2^{1-2z}\sqrt{\pi}\Gamma(2z)$$

with $z = \frac{1}{2} + \frac{\beta}{2}s$, the formula (3.9) can be written in a form

$$G(t, x) = \frac{1}{|x|} \frac{1}{2\pi i} \int_{C} \frac{\Gamma(1+s)\Gamma(-s)}{\Gamma(1 + \frac{\beta}{2}s)\Gamma(-\frac{\beta}{2}s)} \left(\frac{x}{t}\right)^{-\beta s} ds.$$  \hspace{1cm} (3.10)

The series expansion is now determined by (5.21) of Lemma 5.12 by calculating the residues of the Gamma function $\Gamma(1+s)$ at $s = -k$, $k = 1, 2, \ldots$. Since

$$\text{Res}_{s=-k}\Gamma(1+s) = (-1)^{k-1}\frac{\Gamma(1)}{\Gamma(k)},$$

it follows from Cauchy’s residue theorem that

$$G(t, x) = \frac{1}{|x|} \sum_{k=1}^{\infty} (-1)^{k-1} \frac{\Gamma(1)}{\Gamma(1 - \frac{\beta}{2}k)\Gamma(\frac{\beta}{2}k)} \left(\frac{|x|}{t}\right)^{-\beta k}, \quad |x| < t.$$  \hspace{1cm} (3.11)

Then the Euler’s reflection formula

$$\Gamma(1-z)\Gamma(z) = \frac{\pi}{\sin(\pi z)}$$

with $z = \frac{\beta}{2}s$ implies the series expansion

$$G(t, x) = -\frac{1}{\pi|x|} \sum_{k=1}^{\infty} \sin(\beta\pi k/2) \left(-\frac{|x|}{t}\right)^{-\beta k}. \hspace{1cm} (3.11)$$

Finally, the summation formula

$$\sum_{k=1}^{\infty} r^k \sin(ka) = \text{Im} \left( r^k e^{ika} \right) = \frac{r \sin a}{1 - 2r \cos a + r^2}, \quad a \in \mathbb{R}, \quad |r| < 1,$$

implies that the fundamental solution can be represented in a nice form containing only elementary functions,

$$G(x, t) = \frac{1}{\pi t^{2\beta}} \frac{|x|^{\beta - 1}t^{\beta} \sin(\pi\beta/2)}{2|x|^{\beta}t^{\beta} \cos(\pi\beta/2) + |x|^{2\beta}}.$$ \hspace{1cm} (3.12)

for all $|x| < t$.

Using the property $(iii)$ of Lemma 5.12 and proceeding similarly as above allows to derive (3.12) also in the range $t < |x|$ and analytic continuation implies that (3.12) holds also for $|x| = t$.

Since $\beta < 2$, it follows from (3.12) that the fundamental solution is positive.

Case $d = 1$ and $1 < \alpha \leq \beta \leq 2$ It is remarkable that this case can be reduced to the previous one. This was observed in [26], where also a skewness parameter appears in the space-fractional derivative. Here we consider only the fractional Laplacian (2.4). For the result we calculate the Mellin transform of (2.7). Due to the scaling relation (3.6) and to the fact that $G_{\alpha,\beta,1}(t, \cdot)$ is an even function, it is enough to prove that

$$K_{\alpha,\beta}(x) := G_{\alpha,\beta,1}(x), \quad x > 0,$$ \hspace{1cm} (3.13)
is positive. We see from (2.7) that $K_{\alpha,\beta}$ is of the form

$$K_{\alpha,\beta}(x) = \frac{1}{\sqrt{\pi}} x^{-1} f(2^{-\beta} x^{\beta}).$$

Then a simple change of variables in the definition of the Mellin transform (5.7) implies

$$\mathcal{M}(K_{\alpha,\beta})(s) = \frac{1}{\sqrt{\pi}} \frac{2^{s-1}}{\beta} H_{21}^{12} \left( \frac{s-1}{\beta} \right),$$

where $H_{21}^{12}$ denotes the Mellin transform of the $H$ function $H_{21}^{12}$ appearing in (2.7). Using (5.6), the equation (3.14) reads

$$\mathcal{M}(K_{\alpha,\beta})(s) = \frac{1}{\sqrt{\pi}} \frac{2^{s-1} \Gamma(\frac{1}{2} s) \Gamma(1 - \frac{a}{\beta} + \frac{\beta}{2} s) \Gamma(\frac{1}{2} - \frac{s}{2})}{\Gamma(1 - \frac{a}{\beta} + \frac{\beta}{2} s) \Gamma(\frac{1}{2} - \frac{s}{2})},$$

Plugging $\alpha = \beta$ and comparing $K_{\alpha,\beta}$ with $K_{\alpha,\alpha}$, we see that

$$\left( \mathcal{M} K_{\alpha,\beta} \right)(s) = \left( \mathcal{M} K_{\alpha,\alpha} \right)(s) \frac{\Gamma(s)}{\Gamma(1 - \frac{\alpha}{\beta} + \frac{\beta}{2} s)}.$$

Therefore $K_{\alpha,\beta}$ can be expressed as the Mellin convolution

$$K_{\alpha,\beta}(x) = \int_0^\infty K_{\alpha,\alpha} \left( \frac{x}{y} \right) M_{\alpha/\beta}(y) \frac{dy}{y},$$

where

$$M_{\alpha/\beta}(x) = \mathcal{M}^{-1} \left( \frac{\Gamma(s)}{\Gamma(1 - \frac{\alpha}{\beta} + \frac{\beta}{2} s)} \right) (x).$$

Since $K_{\alpha,\alpha}$ is positive, it is enough to show that $M_{\alpha/\beta}$ is positive. The function $M_{\alpha/\beta}$ may be viewed as the Fox $H$-function

$$M_{\alpha/\beta}(x) = H_{11}^{10} \left( x \right| \begin{pmatrix} \frac{1}{2}, \frac{3}{2} \\ 0, 1 \end{pmatrix} \right).$$

Since for $M_{\alpha/\beta}$ the parameters $a^*$ and $D$ defined by (5.15) and (5.16) are $a^* = D = 1 - \frac{\alpha}{\beta} > 0$, then by Theorem 5.20 we can obtain the series expansion by Cauchy’s residue theorem as follows

$$M_{\alpha/\beta}(x) = \sum_{k=0}^\infty \text{Res}_{s=k} \frac{\Gamma(s)}{\Gamma(\frac{1}{2} s + 1 - \frac{\beta}{2} s)} x^{-s} = \sum_{k=0}^\infty \frac{(-1)^k}{k! \Gamma(-\frac{\beta}{2} k + 1 - \frac{1}{2} \frac{\beta}{2})} x^k,$$

which can be recognized as the so called Mainardi function or a Wright function $W_{-\frac{1}{2},1-\frac{1}{2}}(x)$ [27]. One can show by using the properties of the $H$ function in Lemma 5.12 and the Laplace transform formula for the $H$ function given in Theorem 5.13 that the Mainardi function is connected to an $\alpha/\beta$ stable distribution via the formula [27, Formula (A.41)]

$$\frac{\alpha}{\beta} \int_0^\infty x^{-\frac{\alpha}{\beta} - 1} M_{\alpha/\beta}(x^{-\alpha/\beta}) e^{-px} \, dx = e^{-p^{\alpha/\beta}},$$

which implies positivity of $M_{\alpha/\beta}$ and therefore the positivity of $G_{\alpha,\beta,1}(t, x)$ for $\alpha < \beta$.

**Proof of (b).** We follow the argument presented in [35]. We will refer to Theorem 5.4 to conclude the lack of positivity of the fundamental solution. It turns out that instead of a direct attack by calculating the Laplace transform of the fundamental solution immediately, it is useful to do the same transformations as in [35] first and then refer to Theorem 5.4. These transformations done in [35] enabled the reduction to the Macdonald function on the Laplace transform side. As we show, somewhat surprisingly the same method works also for the more general $H$ functions.
By rotational invariance, it is equivalent to study positivity of the function
\[ \rho_{\alpha, \beta}(t, r) = \frac{2\pi^{d/2}}{\Gamma(d/2)} G(t, x) r^{d-1} = \frac{2}{\Gamma(d/2)} r^{-1} H_{d/2}^{11} \left( 2^{-\beta} r^{-\beta} \right) \left| \frac{1}{(d/2, \beta/2)}, (1/1), (1, \beta/2) \right) \]
on \mathbb{R}_+. Further, by substituting \( r = x^{-\alpha/\beta} \) it is equivalent to study positivity of the function
\[ f_{\alpha, \beta}(t, x) = \frac{\alpha}{\beta} x^{-\frac{\alpha}{\beta} - 1} \rho_{\alpha, \beta}(t, x^{-\frac{\alpha}{\beta}}). \]
Using the property (vi) of Lemma 5.12, we can write \( f_{\alpha, \beta} \) in a form
\[ f_{\alpha, \beta}(t, x) = t \psi_{\alpha, \beta}(tx), \]
where
\[ \psi_{\alpha, \beta}(x) = \frac{2}{\beta \Gamma(d/2)} x^{-1} H_{d/2}^{11} \left( 2^{-\beta/\alpha} x^{-1} \right) \left| \frac{1/1}{(d/2, \beta/\alpha), (1/1), (1, \beta/\alpha)} \right). \]
Therefore it is enough to study the positivity of the function \( \psi_{\alpha, \beta} \). Using the properties (v) and (vi) of Lemma 5.12, we can write \( \psi_{\alpha, \beta} \) in a form
\[ \psi_{\alpha, \beta}(x) = \frac{2^\beta}{\beta \Gamma(d/2)} H_{d/2}^{11} \left( 2^\beta x \right) \left| \frac{\frac{1}{1 - \frac{\beta}{d}}, (\frac{\beta}{d} + \frac{\beta}{2}, - \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{\beta}{d})}{(1, -1, -1, 1, 1)} \right). \]
We note that
\[ \min_{1 \leq j \leq m} \left\{ \Re(b_j) \right\} = -1, \]
whence the condition on Theorem 5.13 is not satisfied. This condition is related to the local integrability of the function \( f \) at zero, which guarantees that the Laplace integral
\[ \mathcal{L}(f)(p) = \int_0^\infty f(t)e^{-pt}dt \]
makes sense near zero. However, a closer look at the Mellin transform
\[ H_{d/2}^{11}(s) := H_{d/2}^{11} \left( |s| \frac{(1/2 + \frac{s}{d}, \frac{\beta}{\alpha}, \frac{1}{2} + \frac{s}{d})}{(1/2, (1/2), \frac{1}{2}, \frac{1}{2}, \frac{1}{2} + \frac{s}{d})} \right) \]
\[ = \frac{\Gamma(-1/2 + s/2 + \frac{\beta}{d} - \frac{s}{d}) \Gamma(1 + 1/2 - s/2)}{\Gamma(-1/2 + s/2 + \frac{\beta}{d} + \frac{s}{d}) \Gamma(-s)} \]
of the \( H \)-function appearing in (3.21) reveals that the singularity at \( s = 1 \) is removable. The dominating term in the series expansion (5.21) is determined by the pole of the Gamma function \( \Gamma(-1/2 + s/2) \) at \( s = 1 - \alpha \), which implies
\[ |\psi_{\alpha, \beta}(x)| \lesssim O(x^{-1}), \quad x \to 0. \]
Moreover, since \( \alpha^* = 2 - \alpha > 0 \) for the \( H \) function in (3.21), the function \( \psi_{\alpha, \beta} \) has an algebraic decay at infinity by Theorem 5.24, whence the Laplace transform exists (as it should be clear from the beginning, since \( G(t, \cdot) \) is integrable, which implies the existence of the Laplace transform). This indicates that one should not use the properties of the \( H \) functions found from literature as a "cookbook" of formulae, but instead carefully investigate the nature of singularities by looking at the Mellin transform \( H_{d/2}^{11} \) of the \( H \) function \( H_{d/2}^{11} \).

We have from Theorem 5.13 together with properties (v) and (vi) of Lemma 5.12 that
\[ \mathcal{L}(\psi_{\alpha, \beta})(p) = \frac{2}{\beta \Gamma(d/2)} \frac{1}{p} H_{d/2}^{11} \left( \frac{1}{p} \left| \frac{(1/1, (1/2), (1, 1), (1, 1), (1, 1), (1, 1))}{(0, 1), (1/2, 1/2), (1/2, 1/2), (1/2, 1/2)} \right) \right|_{p=2} \frac{\beta}{\pi} \]
\[ = \frac{2}{\beta \Gamma(d/2)} H_{d/2}^{11} \left( 2^\beta p \right) \left| \frac{(1/2, (1, 1))}{(0, 1), (1/2, 1/2), (1/2, 1/2), (1/2, 1/2)} \right). \]
Further, using the property \((vi)\) of Lemma 5.12 with \(k = \frac{d}{2}\), we can write the Laplace transform of \(\tilde{\psi}_{\alpha,\beta}\) in a form

\[
\tilde{\psi}_{\alpha,\beta}(p) := \mathcal{L}(\psi_{\alpha,\beta})(p) = \frac{4\alpha}{\beta^2 \Gamma \left( \frac{d}{2} \right)} p^{-2} H^{31}_{24} \left( \begin{array} {l} \frac{2p}{\beta} \\ (1, \frac{2}{d}), (1, \frac{2}{d}), (0, \frac{2}{d}), (\frac{3}{4}, 1), (1, \frac{3}{4}), (1, 1) \end{array} \right),
\]

which for \(\beta = 2\), as we shall show after the proof, can be reduced to the modified Bessel function of the second kind, which appears in the proof of positivity by Schneider and Wyss [35, Formula B.3]. It remains to study the completely monotonicity of \(\tilde{\psi}_{\alpha,\beta}\). Now we are in a position to study the different cases of \((b)\) formulated in Theorem 2.8. It turns out that the second derivative of \(\tilde{\psi}_{\alpha,\beta}\) fails to be non-negative in the aforementioned cases. Using the property \((i)\) of Lemma 5.12 we have

\[
\tilde{\psi}_{\alpha,\beta}^{(2)}(p) = \frac{4\alpha}{\beta^2 \Gamma \left( \frac{d}{2} \right)} p^{-2} H^{31}_{24} \left( \begin{array} {l} \frac{2p}{\beta} \\ (1, \frac{2}{d}), (1, \frac{2}{d}), (0, \frac{2}{d}), (\frac{3}{4}, 1), (1, \frac{3}{4}), (1, 1) \end{array} \right)
\]

Further, using symmetry of the parameters in the factors \(A, B, C\) and \(D\) in the definition \((5.5)\) with \((5.6)\) and the cancellation property \((\text{ii})\) of Lemma 5.12, we have

\[
\tilde{\psi}_{\alpha,\beta}^{(2)}(p) = \frac{4\alpha}{\beta^2 \Gamma \left( \frac{d}{2} \right)} p^{-2} H^{31}_{24} \left( \begin{array} {l} \frac{2p}{\beta} \\ (1, \frac{2}{d}), (1, \frac{2}{d}), (0, \frac{2}{d}), (\frac{3}{4}, 1), (1, \frac{3}{4}), (1, 1) \end{array} \right)
\]

The behavior of the function \(\tilde{\psi}_{\alpha,\beta}^{(2)}\) depends on the poles of the function

\[
f(s) := H^{31}_{24} \left( \begin{array} {l} s \\ (1, \frac{2}{d}), (1, \frac{2}{d}), (0, \frac{2}{d}), (\frac{3}{4}, 1), (1, \frac{3}{4}), (1, 1) \end{array} \right) z^{-s} = \frac{\Gamma(2 + \frac{2\alpha}{d} s) \Gamma(\frac{d}{2} + s) \Gamma(1 + \frac{2}{d} s) \Gamma(-\frac{2}{d} s)}{\Gamma(1 + \frac{2\alpha}{d} s) \Gamma(-s)} z^{-s}
\]

with \(z = \frac{1}{4} p^{\frac{2\alpha}{d}}\). Since the parameter \(D\) defined by \((5.16)\) for the \(H\) function of \((3.23)\) is

\[
D = \sum_{j=1}^{q} \beta_j - \sum_{i=1}^{p} \alpha_i = 2 > 0,
\]

the asymptotics near zero is given by formula \((5.21)\) of Theorem 5.20. We have different cases.

Case \(d \geq 2, \alpha \in (1, 2)\) and \(\beta \in (0, 2]\) Since \(d \geq 2\), we see from \((3.24)\) that the dominating behavior is determined either by pole at \(s = -\frac{d}{2}\) or \(s = -\frac{d}{2} - \alpha\), since \(\alpha < 2\) implies \(\frac{d}{2} > \frac{d}{2}\). We have two subcases. If \(\beta < 2\) or \(d \geq 3\), then the pole \(s = -\frac{d}{2}\) determines the dominating term. Calculating the residue we have

\[
\text{Res}_{s=-\frac{d}{2}} \frac{\Gamma(2 + \frac{2\alpha}{d} s) \Gamma(\frac{d}{2} + s) \Gamma(1 + \frac{2}{d} s) \Gamma(-\frac{2}{d} s)}{\Gamma(1 + \frac{2\alpha}{d} s) \Gamma(-s)} z^{-s} = \frac{\beta \Gamma(2 - \alpha) \Gamma\left(\frac{d + \alpha}{2}\right)}{2 \Gamma(1 - \alpha) \Gamma\left(\frac{d}{2}\right)} z^s.
\]

Since \(\Gamma(1 - \alpha)\) is negative and other terms are positive, \(\tilde{\psi}_{\alpha,\beta}^{(2)}\) takes negative values near the origin, whence \(\tilde{\psi}_{\alpha,\beta}\) cannot be completely monotone. Theorem 5.4 then implies that \(G(t, \cdot)\) changes sign.

In the other subcase \(d = \beta = 2\). In this case the order of the pole at \(s = -\frac{\beta}{2}\) is two. Hence the dominating term is given by

\[
\text{Res}_{s=-\frac{\beta}{2}} \frac{\Gamma(2 + \alpha s) \Gamma(1 + s)^{2} \Gamma(-s)}{\Gamma(1 + \alpha s) \Gamma(-s)} z^{-s} = \lim_{s \to -\frac{\beta}{2}} \frac{d}{ds} \left( \frac{\Gamma(2 + \alpha s) \Gamma(2 + s)^{2}}{\Gamma(1 + \alpha s)} z^{-s} \right).
\]
Since \( \frac{d}{dz}z^{-s} = -z^{-s}\log z \) dominates \( z^{-s} \) near zero, the term
\[
-\frac{\Gamma(2-\alpha)}{\Gamma(1-\alpha)}z\log z
\]
dominates and takes negative values, as \( z \to 0 \). Hence \( \tilde{\psi}_{\alpha,\beta} \) cannot be completely monotone and \( G(t,\cdot) \) changes sign.

**Case** \( d = 1, \alpha \in (1,2) \) and \( \beta \leq 1 \) Again we have two subcases. If \( \beta < 1 \), then \( f \) given by (3.24) has a first order pole at \( s = -\frac{1}{2} \) and the dominating term is
\[
\text{Res}_{s=-\frac{1}{2}} f(s) = \frac{\beta \Gamma(2-\alpha)\Gamma(1-\frac{\beta}{2})}{2\Gamma(1-\alpha)\Gamma(\frac{1}{2})} z^{\frac{d}{2}}, \quad z \to 0.
\]
Again we can conclude that \( G(t,\cdot) \) changes sign.

In the other subcase \( d = \beta = 1 \), whence \( f \) has a second order pole at \( s = -\frac{1}{2} \).

Similar calculation as above for the case \( d = \beta = 2 \) shows that the term
\[
-\frac{\Gamma(2-\alpha)}{2\Gamma(1-\alpha)\Gamma(\frac{1}{2})} z^{\frac{d}{2}} \log z, \quad z \to 0,
\]
dominates, whence again \( G(t,\cdot) \) changes sign.

**Case** \( d = 1, 1 < \alpha < 2 \) and \( 1 < \beta < \alpha \) This is the final case. Since \( d = \frac{1}{2} < \frac{1}{\alpha} < \frac{\beta}{2} \), the dominating term is given by the first order pole at \( s = -\frac{1}{2} \) of \( f \) in (3.24).

Calculating the residue we obtain
\[
\text{Res}_{s=-\frac{1}{2}} f(s) = \frac{\Gamma(2-\frac{d}{2})\Gamma(1-\frac{1}{2})\Gamma(\frac{1}{2})}{\Gamma(1-\frac{d}{2})\Gamma(\frac{1}{2})} z^{\frac{d}{2}},
\]
Since in this case \( 1 < \frac{d}{2} < 2 \), we have \( 1 - \frac{d}{2} \in (-1,0) \), whence \( \Gamma(1 - \frac{d}{2}) < 0 \), while other factors are positive. Hence \( G(t,\cdot) \) changes sign, which finishes the proof of Theorem 2.8.

In the particular case \( \beta = 2 \) the Laplace transform (3.22) is of the form
\[
\tilde{\psi}_{\alpha,2}(p) = \mathcal{L}(\psi_{\alpha,2})(p) = \frac{\alpha}{\Gamma(\frac{d}{2})} H_{24}^{31} \left( \frac{p^2}{4} \bigg| \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \right),
\]
which can be reduced to
\[
\tilde{\psi}_{\alpha,2}(p) = \mathcal{L}(\psi_{\alpha,2})(p) = \frac{\alpha}{\Gamma(\frac{d}{2})} H_{13}^{30} \left( \frac{p^2}{4} \bigg| \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \right).
\]

On the Mellin transform side we obtain
\[
H_{13}^{30} \left( s \bigg| \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \right) = \frac{\Gamma(\alpha s)\Gamma(\frac{d}{4} + s)\Gamma(1 + s)}{\Gamma(1 + \alpha s)} = \frac{\Gamma(\frac{d}{4} + s)\Gamma(s)}{\alpha}
\]
\[
= \frac{1}{\alpha} H_{02}^{20} \left( s \bigg| \frac{1}{2}, \frac{1}{2} \right)
\]
by using the definition (5.6) and the property \( \Gamma(1 + z) = z\Gamma(z) \) of the Gamma function. Hence the Laplace transform of \( \psi_{\alpha,2} \) can be reduced to the modified Macdonald function or the modified Bessel function of the second kind
\[
\tilde{\psi}_{\alpha,2}(p) = \frac{1}{\Gamma(\frac{d}{2})} H_{02}^{20} \left( \frac{p^2}{4} \bigg| \frac{1}{2}, \frac{1}{2} \right) = \frac{1}{\Gamma(\frac{d}{2})} \frac{\Gamma(\frac{d}{4} + s)\Gamma(s)}{\alpha} K_{\frac{d}{4}}(p^2)
\]
by using [16, Formula (2.9.19)]. The formula (3.25) coincides with [35, Formula B.3].
4. Conclusions

We specified the range of parameters, when the fundamental solution of the fractional diffusion and wave equation is positive and can be regarded as a probability density function. From modelling point of view this means that we were able determine the limits of diffusion. Indeed, when the fundamental solution lacks positivity, then the solution operator $S^t_{\alpha, \beta}$ for the Cauchy problem of our model equation (1.1) does not preserve positivity. Hence, the equation (1.1) cannot model diffusion, when the fundamental solution changes sign.

As we demonstrated, when $\alpha \leq 1$, there is a nice theory, which allows to conclude positivity by the Fourier transform. The analysis simplifies, since on the Fourier side the more complicated Fox $H$-function appearing in representation of the fundamental solution (2.7) is replaced by a simpler Mittag-Leffler function. Moreover, the Fourier transform of the fundamental solution $\hat{G}(t, \xi) = E_{\alpha}(\xi^\beta t^\alpha)$ "does not see the dimension" $d$. Hence, Schoenberg’s result Theorem 5.3 allows to conclude positivity for all dimensions $d$.

Things change, when $\alpha$ passes the level $\alpha = 1$. Still, in the multidimensional case $d \geq 2$ the result follows the endpoint result obtained in the paper of Wyss and Schneider [35]. The lack of positivity for all $\beta \in (0, 2]$ turned out to be in agreement with that of the fundamental solution

$$\cos(t\sqrt{-\Delta})\delta(x)$$

for the wave equation, see [37, Section 5.3]. Somewhat surprisingly, the most interesting phenomenon occurred in the one-dimensional case $d = 1$. One could guess that the result would follow the positivity (or non-negativity) of the fundamental solution

$$\left( \cos t\sqrt{-\partial^2} \right) \delta(x) = \frac{1}{2} (\delta(x + t) + \delta(x - t))$$

of the one-dimensional wave equation. This is the case for all $\alpha \in (0, 2)$ as long as $\beta$ is kept in its endpoint $\beta = 2$, as it was known already due to the results of [35]. But when $\beta$ drops below the level $\beta = 2$, the fundamental solution of our model problem turned out change immediately sign as long as $\beta < \alpha < 2$. The case $\alpha \leq \beta$ was still fine as the positivity was preserved. This case was more delicate, since the basic properties of the $H$ functions did not seem to be enough to prove positivity. We needed a proper integral representation (3.16) and the positivity of $G_{\beta, \beta, 1}(t, \cdot)$, which followed from its simple representation (3.12).

Although the theory of $H$ functions was useful in obtaining the positivity or lack of it, we remark that there is no direct formula, which could be used to prove positivity or finer properties of the fundamental solutions. In general, simplifications are needed to obtain information on quite complicated $H$ function. In particular, from numerical point of view reduction to other functions are needed, because no packages for the numerical calculations of general $H$ function are available [25]. From mathematical or physical point of view there is need to further analyze the properties of the solutions for the equations of type (1.1) or its generalizations. Since (1.1) "interpolates" its elliptic (corresponding to (1.1) with $\alpha = 0$), parabolic (corresponding to (1.1) with $\alpha = 1$) and hyperbolic (corresponding to (1.1) with $\alpha = 2$) counterparts, it is expected that (1.1) or its generalizations inherit some properties from their elliptic, parabolic and hyperbolic counterparts, see e.g. [21, 22, 25]. Here we saw that even positivity is nontrivial.
Here we recall some classical results which are needed in the theory.

5.1. **Probability theory.** We need the following results from the probability theory. The concept of a *completely monotone function* plays an important role. A real function \( f : \mathbb{R}_+ \to \mathbb{R} \) is said to be *completely monotone*, if
\[
(-1)^n f^{(n)}(t) \geq 0 \quad \text{for} \quad 0 < t < \infty \quad \text{and} \quad n = 0, 1, 2, \ldots.
\]
Nonnegative functions whose derivative is completely monotone are called *Bernstein functions*. The following result is useful, see [31].

**Theorem 5.2.** Let \( f \) be a completely monotone function and \( g \) a Bernstein function. Then \( f \circ g \) is completely monotone.

Combining the Bochner’s Theorem on positive definite functions and Schoenberg’s result on connecting the positive definiteness to complete monotonicity for radial functions, there holds [36]

**Theorem 5.3.** A function \( \phi \) is completely monotone on \((0, \infty)\) if and only if \( \Phi(|x|) = \phi(|x|^2) \) is the Fourier transform of a nonnegative Borel measure on \( \mathbb{R}^d \).

Another useful theorem is the classical result characterizing the completely monotone functions in terms of the Laplace transform.

**Theorem 5.4** (Hausdorff-Bernstein-Widder Theorem). A function \( \phi : [0, \infty) \to \mathbb{R} \) is completely monotone on \((0, \infty)\) if and only if it is the Laplace transform of a nonnegative Borel measure.

5.2. **Fox \( H \)-functions.** The Fox \( H \)-functions are special functions of a very general nature and there is a natural connection to the fractional calculus, since the fundamental solutions of the Cauchy problem can be represented in terms of them. Since the asymptotic behavior of the Fox \( H \)-functions can be found from the literature, the Fox \( H \)-functions have a crucial role also in our asymptotic analysis. We collect here some basic facts on these functions.

Let us start with the definition. To simplify the notation we introduce
\[
(a_i, \alpha_i)_{k,p} := (a_k, \alpha_k), (a_{k+1}, \alpha_{k+1}), \ldots, (a_p, \alpha_p)
\]
for the set of parameters appearing in the definition of Fox \( H \)-functions. In the general case the numbers \( a_i \) and \( \alpha_i \) can be complex but in our considerations they are real. The Fox \( H \)-function is defined via a Mellin-Barnes type integral as
\[
H_{mn}^{pq}(z) := H_{pq}^{mn} \left( z \, |(a_i, \alpha_i)_{1,p} \right) = \frac{1}{2\pi i} \int_L H_{pq}^{mn}(s) z^{-s} ds,
\]
where
\[
H_{pq}^{mn}(s) := \frac{\prod_{i=1}^{p} \Gamma(\beta_j - \beta_j s) \prod_{j=1}^{q} \Gamma(1 - a_i - \alpha_i s)}{\prod_{i=1}^{p} \Gamma(\beta_j + \beta_j s) \prod_{j=1}^{q} \Gamma(1 - a_i + \alpha_i s)}
\]
\[
= \frac{A(s) B(s)}{C(s) D(s)}
\]
is the Mellin transform
\[
\mathcal{M}(f)(s) = \int_0^\infty t^{s-1} f(t) dt
\]
of the Fox $H$-function $H^{mn}_{pq}$ and $\mathcal{L}$ is the infinite contour in the complex plane which separates the poles

$$b_{jl} = -\frac{b_j - l}{\beta_j} \quad (j = 1, \ldots, m; \ l = 0, 1, 2, \ldots)$$

(5.8)

of the Gamma function $\Gamma(b_j + \beta_j s)$ to the left of $\mathcal{L}$ and the poles

$$a_{ik} = \frac{1 - a_i + k}{\alpha_i} \quad (i = 1, \ldots, n; \ k = 0, 1, 2, \ldots)$$

(5.9)

to the right of $\mathcal{L}$, and has one of the following forms

(i) $\mathcal{L} = \mathcal{L}_{-\infty}$ is a left loop situated in a horizontal strip starting from $-\infty - i\epsilon$ and terminating at the point $-\infty + i\epsilon$ with an $\epsilon > 0$.

(ii) $\mathcal{L} = \mathcal{L}_{\infty}$ is a right loop situated in a horizontal strip starting at the point $+\infty - i\epsilon$ and terminating at the point $+\infty + i\epsilon$ with an $\epsilon > 0$.

(iii) $\mathcal{L} = \mathcal{L}_{\gamma\infty}$ is a vertical line starting at the point $\gamma - i\infty$ and terminating at the point $\gamma + i\infty$, where $\gamma \in \mathbb{R}$.

Actually in the general case $H^{mn}_{pq}$ is not necessarily the Mellin transform of the $H$ function $H^{mn}_{pq}$, but this is the case, when $a^* > 0$ with $a^*$ defined in (5.15) [16, Theorem 2.2]. In our considerations the condition $a^* > 0$ is valid, so we are always allowed to say that $H^{mn}_{pq}$ and $H^{mn}_{pq}$ form a Mellin transform pair. The Mellin transform is a central tool in fractional calculus. In our considerations it is useful via its connection to the $H$ functions. For other useful applications we refer to [19].

The Mellin convolution relation

$$\mathcal{M} \left( f^M \ast g \right)(s) = \mathcal{M}(f)(s) \mathcal{M}(g)(s),$$

(5.10)

where

$$\left( f^M \ast g \right)(x) = \int_0^\infty f \left( \frac{x}{y} \right) g(y) \frac{dy}{y}$$

(5.11)

is the Mellin convolution, is a very useful property. In particular, it is immediate from the definition of the $H$ function that the family of $H$ functions is invariant under the Mellin convolution. The Mellin convolution relation plays the same role as the convolution theorem for the Fourier transform.

Since in our case the numbers $a_i, \alpha_i, b_i, \beta_i$ are real, the poles $a_{ik}$ in (5.9) and $b_{jl}$ in (5.8) lie on the real axis, so by Cauchy’s integral theorem one can change the infinite contour $\mathcal{L}$ from one of the cases (i)–(iii) to another provided the integral in (5.5) converges in these cases. We collect here some of the results. The conditions for the convergence depend on the parameters $(a_i, \beta_i)_{1,p}, (b_i, \beta_i)_{1,q}$ and can be derived from the Stirling formula for the Gamma function. For further details we refer to [16] and references therein.

In the analysis we use the following properties from Chapter 2 of [16].

**Lemma 5.12. Properties of Fox $H$-functions:**

(i) For $\omega, \ c \in \mathbb{C}$ and $\sigma > 0$ there holds

$$\frac{d^k}{dz^k} \left( z^\omega H^{mn}_{pq} \left( c^\sigma \left| \begin{array}{c} (a_i, \alpha_i)_{1,p} \\ (b_i, \beta_i)_{1,q} \end{array} \right. \right) \right) = z^{\omega-k} H^{m,n+1}_{p+1,q+1} \left( c^\sigma \left| \begin{array}{c} (-\omega, \sigma), \ (a_i, \alpha_i)_{1,p} \\ (b_i, \beta_i)_{1,q}, \ (k-\omega, \sigma) \end{array} \right. \right)$$

$$= (-1)^k z^{\omega-k} H^{m+1,n}_{p+1,q+1} \left( c^\sigma \left| \begin{array}{c} (a_i, \alpha_i)_{1,p}, \ (-\omega, \sigma) \\ (b_i, \beta_i)_{1,q} \end{array} \right. \right).$$


(ii) For \( m \geq 1 \) and \( p > n \) there holds
\[
H_{pq}^{mn} \left( \frac{1}{z} \right) \left( a_1, \alpha_1 \right)_{1-p, -1} \left( b_1, \beta_1 \right)_{1} = H_{q,p-1}^{m-1,n} \left( \frac{1}{z} \right) \left( a_1, \alpha_1 \right)_{1-p, -1} \left( b_1, \beta_1 \right)_{2,q}.
\]

(iii) For \( n \geq 1 \) and \( q > m \) there holds
\[
H_{pq}^{mn} \left( z \right) \left( a_1, \alpha_1 \right)_{1-p, -1} \left( b_1, \beta_1 \right)_{1} = H_{p,q-1}^{m,n-1} \left( z \right) \left( a_1, \alpha_1 \right)_{1-p, -1} \left( b_1, \beta_1 \right)_{2,q}.
\]

(iv) For \( \sigma \neq 0 \) and \( a \neq 0 \)
\[
H_{pq}^{mn} \left( z \right) \left( a_1, \alpha_1 \right)_{1-p, -1} \left( b_1, \beta_1 \right)_{1} = H_{q,p}^{mn} \left( z \right) \left( a_1, \alpha_1 \right)_{1-p, -1} \left( b_1, \beta_1 \right)_{2,q}.
\]

(v) For \( \sigma \geq 0 \)
\[
H_{pq}^{mn} \left( z \right) \left( a_1, \alpha_1 \right)_{1-p, -1} \left( b_1, \beta_1 \right)_{1} = H_{p,q}^{mn} \left( z \right) \left( a_1, \alpha_1 \right)_{1-p, -1} \left( b_1, \beta_1 \right)_{2,q}.
\]

(vi) For \( \sigma \geq 0 \)
\[
H_{pq}^{mn} \left( z \right) \left( a_1, \alpha_1 \right)_{1-p, -1} \left( b_1, \beta_1 \right)_{1} = H_{p,q}^{mn} \left( z \right) \left( a_1, \alpha_1 \right)_{1-p, -1} \left( b_1, \beta_1 \right)_{2,q}.
\]

(vii) For \( \sigma \geq 0 \)
\[
H_{pq}^{mn} \left( z \right) \left( a_1, \alpha_1 \right)_{1-p, -1} \left( b_1, \beta_1 \right)_{1} = H_{p,q}^{mn} \left( z \right) \left( a_1, \alpha_1 \right)_{1-p, -1} \left( b_1, \beta_1 \right)_{2,q}.
\]

provided the integral on the left hand side converges absolutely.

Proof. The first six properties are straightforward calculations based on the Mellin-Barnes integral representation (5.5) of Fox \( H \)-functions. Indeed, property (i) follows from (5.5) and the differentiation rule
\[
\frac{d^k}{dz^k} z^{\omega-\sigma s} = (\omega - \sigma s)(\omega - \sigma s - 1) \cdots (\omega - \sigma s - k + 1) z^{\omega-\sigma s-k} = z^{\omega-k} \frac{\Gamma(1 + \omega - \sigma s)}{\Gamma(1 + \omega - k - \sigma s)} z^{-\sigma s},
\]
where we used the property \( \Gamma(z + 1) = z \Gamma(z) \) of the Gamma function.

Properties (ii) and (iii) follow from (5.6) by cancelling the common factors either from \( A(s) \) and \( C(s) \), or from \( B(s) \) and \( D(s) \).

Properties (iv) and (v) follow by the simple change of variables.

Property (vi) follows by using the definition of the \( H \)-function (5.5), changing the order of integration and using a known formula for the Mellin transform of the Bessel function \( J_\nu \). The conditions for the convergence follow from the asymptotics of \( J_\nu \) and the Stirling formula for the Gamma function. For details we refer to [16], in particular Corollary 2.5.1.

As Theorem 5.4 indicates, the Laplace transform plays a central role in our analysis. We will need the following result for the Laplace transform of the \( H \) function [16, Section 2.5].

**Theorem 5.13.** Let \( a^* > 0 \) with \( a^* \) defined by (5.15). Assume
\[
\min_{1 \leq j \leq m} \left\{ \frac{\text{Re}(b_j)}{\beta_j} \right\} > -1.
\]
Then the Laplace transform of the $H$ function exists and there holds the relation
\[
\left( \mathcal{L} H_{pq}^{mn} \left( \frac{a}{b}, (a_i, \alpha_i), \rho \right) \right) (p) = \frac{1}{p} H_{p+1,q}^{m,n+1} \left( \frac{1}{p}, (b_i, \beta_i), \rho \right) (a_i, \alpha_i),
\]
for $p \in \mathbb{C}$ with $\Re(p) > 0$.

5.3. Asymptotic behavior of the Fox $H$-functions. The asymptotic behavior of the $H$ functions play a central role in our analysis. The algebraic asymptotic expansions can be derived from the series expansions given by Cauchy’s residue theorem and the results presented in [16]. We introduce the following parameters
\[
a^* = \sum_{i=1}^{n} \alpha_i - \sum_{i=n+1}^{m} \alpha_i + \sum_{j=1}^{m} \beta_j - \sum_{j=m+1}^{q} \beta_j,
\]
\[
D = \sum_{j=1}^{q} \beta_j - \sum_{i=1}^{p} \alpha_i,
\]
\[
\delta = \prod_{i=1}^{p} \alpha_i^{-\alpha_i} \prod_{j=1}^{q} \beta_j^{\beta_j},
\]
\[
\mu = \sum_{j=1}^{m} b_j - \sum_{i=1}^{p} a_i + \frac{p-q}{2}
\]
for the description of the results.

The Mellin transform $H_{pq}^{mn}$ given by (5.6) of the $H$-function given by (5.5) has the following asymptotic behavior [16, Chapter 1].

**Lemma 5.19.** For $s = r + i\rho$ there holds the estimates
\[
|H_{pq}^{mn}(s)| \sim \left( \frac{e}{|r|} \right)^{-|D| r^{\delta}|\rho|^{|r| Re(\mu)}}, \quad r \to \pm \infty,
\]
and
\[
|H_{pq}^{mn}(s)| \sim |\rho|^{|D r + Re(\mu)|} e^{\pi |\rho| a^*/2}, \quad |\rho| \to \pm \infty,
\]
uniformly in $r$ on any bounded interval in $\mathbb{R}$.

With this Lemma and the theory of residues one can prove the following result [16, Chapter 1].

**Theorem 5.20.** Let the parameters $a^*, D$ and $\delta$ be given by (5.15), (5.16) and (5.17). Define $H_{pq}^{mn}(z)$ by (5.5) with the contour $\mathcal{L}$ specified in the following cases.

(i) Suppose that either $D > 0$ and $\rho \neq 0$, or $D = 0$ and $0 < |z| < \delta$ hold. Then $H_{pq}^{mn}(z)$ defines an analytic function of $z$ for $\mathcal{L} = \mathcal{L}_{-\infty}$ and
\[
H_{pq}^{mn}(z) = \sum_{j=1}^{m} \sum_{l=0}^{\infty} \text{Res}_{s=b_{jl}} \left( H_{pq}^{mn}(s) z^{-s} \right),
\]
where $b_{jl}$ are given in (5.8).

(ii) Suppose that either $D < 0$ and $\rho \neq 0$, or $D = 0$ and $|z| > \delta$ hold. Then $H_{pq}^{mn}(z)$ defines an analytic function of $z$ for $\mathcal{L} = \mathcal{L}_{\infty}$ and
\[
H_{pq}^{mn}(z) = -\sum_{i=1}^{n} \sum_{k=0}^{\infty} \text{Res}_{s=a_{ik}} \left( H_{pq}^{mn}(s) z^{-s} \right)
\]

(iii) If $a^* > 0$, then $H_{pq}^{mn}(z)$ defines an analytic function of $z$ for $\mathcal{L} = \mathcal{L}_{\gamma \infty}$ in the sector $|\arg z| < a^* \pi / 2$. 
Remark 5.23. Note that the parameters $a^*$ and $D$ for the $H$ function $H^a_D$ appearing in the representation formula (2.7) read $a^* = 2 - \alpha$ and $D = \beta - \alpha$, so by Theorem 5.20 the $H$ function $H^a_D$ is well-defined for all $\alpha \in (0, 2)$ and $\beta \in (0, 2]$.

The algebraic asymptotic behavior of $H_{pq}^{mn}(z)$, as $z \to 0$, follows immediately from (5.21) in the case $D \geq 0$ by calculating the residues. Similarly, the algebraic asymptotic behavior of $H_{pq}^{mn}(z)$ as $z \to \infty$ follows immediately from (5.22) in the case $D \leq 0$ by calculating the residues.

The asymptotic behavior of $H_{pq}^{mn}(z)$ at infinity, when $D \geq 0$ and $\mathcal{L} = \mathcal{L}_\infty$ follow from Cauchy’s theorem, which allows for $a^* > 0$ to change the contour $\mathcal{L} = \mathcal{L}_-\infty$ to $\mathcal{L}_{Y\infty}$ and to continue $H_{pq}^{mn}(z)$ analytically to the sector $|\arg z| < a^*\pi/2$, see [16, Section 1.5].

Theorem 5.24 (The algebraic asymptotic behavior at infinity). Let either $D \leq 0$, or $D > 0$ and $a^* > 0$ with $a^*$ and $D$ given by (5.15) and (5.16). The asymptotic expansion at infinity of the $H$-function $H_{pq}^{mn}(z)$ defined by (5.5) is given by the series expansion (5.22) in the sector $|\arg z| < a^*\pi/2$.

When $D < 0$ and $a^* > 0$, the algebraic asymptotic expansion of $H_{pq}^{mn}(z)$ near zero can be argued similarly as above appealing to analytic continuation and the Cauchy theorem. The asymptotics is given by the series (5.21) in the sector $|\arg z| < a^*\pi/2$.

In some cases of parameters the $H$ function has exponential asymptotic behavior, which is more involved and we do not discuss it here. For details we refer to [4] and [16, Sections 1.6 and 1.7]. We just give here the result we need.

Theorem 5.25 (The exponential asymptotic behavior at infinity). Let $D > 0$ and $a^* > 0$ with $a^*$ and $D$ given by (5.15) and (5.16). The $H$-function $H_{pq}^{mn}(z)$ defined by (5.5) has for some positive constant $c$ the following bound

$$|H_{pq}^{mn}(z)| \lesssim \exp(-cz^{1/D}), \quad z \to \infty,$$

on the sector $|\arg z| < D\pi/2$ provided $\mu \in (-1, 0)$ with $\mu$ given by (5.18).

5.4. The Mittag-Leffler function. An important special function in the fractional calculus is the Mittag-Leffler function

$$E_\alpha(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(1+\alpha k)}, \quad z \in \mathbb{C},$$

which may viewed as the generalization of the exponential function, since clearly $E_1(z) = \exp(z)$. Using Cauchy’s residue theorem one can show that [28, Formulae (7.79) and (7.80)]

$$E_\alpha(-z) = \frac{1}{2\pi i} \int_{\mathcal{L}_{-\infty}} \frac{\Gamma(s)\Gamma(1-s)}{\Gamma(1-\alpha s)} z^{-s} ds = H_{12}^{11} \left( z \mid (0,1), (0,\alpha) \right),$$

Hence the Mittag-Leffler function is also a special case of the $H$-function. If we further specialize $\alpha = 1$ in (5.28) and use the property (ii) of Lemma 5.12, we obtain the exponential function as a special case of the $H$-function,

$$\exp(-z) = H_{01}^{10} \left( z \mid (0,1) \right),$$

The function $E_\alpha$ has the asymptotic behavior

$$E_\alpha(-x) \sim \frac{1}{\Gamma(1-\alpha)} x^{-1}, \quad x \to \infty, \quad 1 \neq \alpha \in (0,2).$$
The asymptotic behavior (5.30) follows from the integral representation
\[ E_\alpha(z) = \frac{1}{2\pi i} \int_C t^{\alpha-1} e^{zt} dt, \]
where \( C \) is an infinite contour in the complex plane. For details we refer to [7, Chapter 18] and [32, Chapter 1]. Alternatively, one can use the connection (5.28) to the \( H \)-functions and use Theorem 5.24.
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