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Abstract—In this brief an approach is proposed to achieve energy savings from reduced voltage operation. The solution detects timing-errors by integrating Algorithm Based Fault Tolerance (ABFT) into a digital architecture. The approach has been studied with a systolic array matrix multiplier operating at reduced voltage, detecting errors on-the-fly avoiding energy demanding memory round-trips. The analysis of the solution has been done using analog-digital co-simulation to extract the transient behavior under different voltages and clock frequencies. HSPICE simulations using $90\text{nm}$ CMOS transistor models, and experiments by reducing operation voltage of a FPGA device were carried out. HSPICE simulations, showed possibility of 10x increase in energy-efficiency by approaching near-threshold region.
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I. INTRODUCTION

With the ultra-densification of wireless infrastructure through 5G technologies, with aim already at 6G solutions, much of the computing is expected to take place in the “edge”, at short latency from the sensor and actuator nodes. This development is fueled by the increasing reliance on machine learning applications. With disappearing data communications bandwidth and latency constraints “intelligence” can be implemented and coordinated in the edge computing resources. Neural inference and massive mu-MIMO (multi-user Multiple-Input-Multiple-Output) radios are among the technological enablers [1] that both are computationally demanding and a challenge for energy-efficient digital design.

Power consumption of digital circuits has a quadratic relation to the supply voltage (Eq. 1). Therefore, a straightforward approach to gain in efficiency is to reduce the voltage [2].

$$P = \alpha f CV^2 + I_{\text{leak}} V$$  \hspace{1cm} (1)

The first proposal to operate digital logic near and below the threshold voltage of the transistors was in 1972 [3]. In theory, these operating regions offer potential to improve the energy efficiency by 10x to 20x [4], while in experiments improvements up to 8x have been demonstrated by adopting Near-Threshold voltage regimes [4], [5], [6]. Although the nominal operating voltages have been reducing, recent research, e.g. [2], has shown that the vendor specifications for off-the-shelf components such as Field-Programmable-Gate-Arrays (FPGA) and Graphical-Processing-Units (GPU) are pessimistic [7] to accommodate for process variations, such as inconsistencies in transistor geometry, oxide thickness and doping. It has been demonstrated that the supply voltage can be scaled down by around 12%, 20%, and even 30% in case of CPUs, GPUs, and FPGAs, respectively [2]. In most cases the voltage margin to where errors start appearing is large; up to 60% energy savings has been reported with FPGAs without observing one single fault [7] and without performance loss.

Unfortunately, the impact of variations can not be modeled deterministically in reduced voltage settings [8]. This uncertainty discourages the manufacturers from adopting aggressive voltage reduction schemes to utilize near-threshold and sub-threshold regions. In reduced voltage settings the effects of process variations are exacerbated, even up to 100x differences between Fast-Fast (FF) and Slow-Slow (SS) process corners [9], [10]. A challenge is that lowering the supply voltage without setting the clock frequency to the optimum, results in either loss of performance or loss of reliability. Too slow clocking results in the loss of energy efficiency and performance, while too fast clocking results in timing errors, hence loss of reliability. Reliable low-voltage implementations often require significant investments into development time and may reduce the fabrication yield [9], [7].

In this brief, we propose an algorithm-dependent technique for the detection of errors from aggressive voltage reductions. Similar approaches, e.g., Error-Correction-Code (ECC) algorithms are practical in detection and correction of memory errors. However they are not applicable for error detection in data and control paths [11]. Traditional fault-tolerance approaches such as Triple-Module-Redundancy (TMR) or Double-Module-Redundancy (DMR) and their different flavors, while provide error-resiliency, increase the gate-count and gate-activity substantially. This translates into fault-resiliency at the cost of energy-efficiency [12], while our approach is to achieve energy-efficiency through leveraging fault-tolerance. The proposed Algorithm Based Fault Tolerance (ABFT) approach is demonstrated through transistor and system level co-simulation and FPGA implementation of a systolic matrix multiplier. The solution enables utilizing reduced voltage operating regions at minor development
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overheads. The targets are low-power high-performance applications that allow for error correction by recalculation after voltage/frequency adjustment.

II. PRIOR APPROACHES

A simple technique to optimize the operation voltage is to embed the design with a delay chain, e.g., a sequence of inverters that mimics the timing behavior of the longest delay path in the circuit. While this enables taking into account global variations, supply voltage drops, and temperature fluctuations, local variations and cross-coupled noise can not be effectively modeled [9], [6]. In practice, the longest delay path is stimulated less frequently than the shorter ones, rendering delay chain based voltage tuning either too optimistic or too pessimistic [6]. This translates to loss of reliability or reduced efficiency gains, respectively.

Another state-of-the-art solution that is commercially used [5] is to arm the critical paths with Timing Error Detection (TED) circuits [9]. The TED method was originally proposed to mitigate susceptibility to ambient and internal variations to increase manufacturing yield, while in reduced voltage cases TED circuits aid in setting an improved operation point to maximise energy efficiency [9]. Based on detections by TED circuits the voltage and clock frequency can be adjusted in an adaptive manner. Nonetheless, TED schemes are not readily applicable with off-the-shelf platforms and require significant development investment when adopted to custom ASIC designs [13]. Being clock synchronized digital circuits, TEDs also add non-trivial power consumption overheads [6].

![Timing Error Detection Circuit](image)

Fig. 1. Simplified concept of Timing-Error-Detection circuit.

Due to increased impacts of process and ambient variations at lower voltages, deterministic operation may be possible only with performance or energy losses, that is, by lowering the clock frequency, or using error correction. Solutions such as shortening the critical paths or TED circuits are either costly in silicon real-estate or overly conservative [14].

Borrowing concepts from the supercomputing community, we propose a simple, yet an effective, algorithm level solution. It enables low-voltage integrated circuit design, manifesting sub-linear overhead from error detection in terms of power and circuit complexity.

III. PROPOSED SOLUTION

We propose adjusting the voltage and frequency according to errors detected at the data output of the computing logic. For detections an ABFT scheme is integrated into the design. The objective is to enable pushing the supply voltage down, while maintaining reliability with minimal overheads.

The restriction of the approach is that ABFT methods are algorithm specific. In our study they are for matrix operations that are a worthwhile target, representing the most energy hungry computations in many applications. For instance, more than 98% of computations in a neural network inference episode [15], and majority of the computations of a 5G radio [16] involve matrix operations.

One of the most energy efficient and high performance architectures for matrix operations is systolic array introduced by Kung [17] in 1980s. Systolic designs have recently regained attention, being utilized in Google Tensor-Processor-Units (TPU) for acceleration of neural network computations [18].

Our contribution is demonstrating an ABFT solution for error detection in matrix multiplication targeted systolic array and verifying its performance. The objective is to support sustained operation at reduced voltage compensating, e.g., for temperature dependency of the threshold voltage.

A. Algorithm Based Fault Tolerance

The idea of ABFT was originally conceived by Huang and Abraham [19]. They initially described a low-overhead technique to detect and correct computational errors striking and Abraham [19]. They initially described a low-overhead technique to detect and correct computational errors striking multiplication operations. Subsequently, ABFT was extended to other linear algebra operations, including transposition, QR decomposition, FFT, and 2-D convolutions [12].

The fundamental idea of ABFT for matrix operations is to augment input matrices with checksum property. This enables detecting computational errors by inspecting the final result, while correction can be done in limited cases provided that hardware support has been included in the design. In our proposed approach correction is done by recalculating after clock frequency or voltage change.

Assuming $A$ is an $N \times N$ matrix, then a row checksum matrix $A^r$ is defined as a $N \times (N + 1)$ matrix, as below [20]:

$$A^r = [A \ Ae^T]$$

where $e$ is column vector $e_N = [1, 1, \ldots, 1]$, hence the $n$th element of the column vector $Ae$ contains the sum of elements of the corresponding row of matrix $A$, i.e.,

$$a^r_{n,(N+1)} = \sum_i a_{n,i} \quad (3)$$

Similarly column checksum, $A^c$, and full checksum, $A^f$ matrices are defined as

$$A^c = \begin{bmatrix} A \\ eA \end{bmatrix} \quad \text{and} \quad A^f = \begin{bmatrix} A & Ae^T \\ e^T A & e^T Ae^T \end{bmatrix} \quad (4)$$

respectively. The row vector $e^T A$ denotes the sums of the elements in the columns of matrix $A$, and $e^T Ae$ is the sum of all elements in matrix $A$, a scalar value. The checksums can be used to detect errors instead by multiplying matrices $A_{N \times N}$ and $B_{N \times N}$

$$C = A \times B \quad (5)$$

we multiply the column checksum matrix $A^c$ and row checksum matrix $B^c$ to obtain full checksum matrix $C^f$

$$C^f = A^c \times B^r \quad (6)$$
This outcome is depicted in Fig. 2. Provided that there are no errors in the checksum calculations, the location of a single row or column error in the result matrix $C$ can be detected.

In the current study the interests are in controlling the operating voltage and frequency, and understanding the energy costs of the checksum logic. We assume that the occasionally added latencies from recalculations, and the silent error rate fit the application constraints.

**B. Systolic Array for Matrix Multiplication with ABFT**

We limit our treatment to 2-D structured systolic array shown in Fig. 3 for matrix multiplication, equipped with ABFT logic. The array consists of a grid of identical Processing Elements (PE) that each perform multiply-accumulate (MAC) operation on data received from the adjacent top and left PEs and pass the result or the input data to the next neighbouring PEs on the right and below. Since the row checksum of the output is inspected by the circuitry, only matrix $B$ needs to be augmented. This is done on-the-fly when the elements of matrix $B$ enter in the array as depicted in Fig. 3.

In the current design ABFT is merged with a $N \times N$ systolic array structure by adding a column of $N$ PE{s} for checksums and another column consisting of $N$ digital integrators and comparators for error detection. We recognize that by not including column checksum logic, the silent error rate increases, however, it stays low as we show later. In a similar manner we could check just a fraction of the bits in the checksums.

Except for a two clock cycle delay from checksum calculation and inspection, ABFT augmentation does not change the design [17]. An advantage of the scheme is that errors are detected on-the-fly as the result matrix is clocked-out from the array. No memory round-trips are needed. The checksums can be disposed after inspection. The added overhead from columns for checksum and error checking is only $O(1/N)$, targeting transient-errors in reduced voltage settings rather than tackling permanent faults [21].

**IV. CO-SIMULATION AND EXPERIMENTATION**

Simulation models for the design were created for MATLAB and HSPICE to investigate the functionality and implementation characteristics. The analog-digital co-simulation setting is depicted in Fig. 4. As no standard cell libraries exists that are characterized for reduced voltage operations, the main focus was on HSPICE analyses of transient behavior under different operation voltages, while the MATLAB model was used for error detection. As a partial confirmation of the scheme in the real-world, reduced voltage experiments were carried out on an FPGA.

In the HSPICE model of the processing elements 8-bit Wallace-tree multiplier is followed by 24-bit ripple-carry adder. The structure is shown in Fig. 5. While the HSPICE simulations are time consuming, detailed results were desired rather than probabilistic models [22] to estimate the energy impacts. The digital behavior was modeled using MATLAB, closing the loop from analog simulations.
(2N^3 + 4N^2 + 3N) operations. Compared to similar methods such as Result Checking (RC) [12], ABFT has overhead rate of O(1/N) compared to the O(N). Moreover, ABFT can be adapted to operate on-the-fly.

V. RESULTS

The co-simulation model was used to investigate the potential of ABFT in operating a systolic array at reduced voltages. The scheme in our simulations was to keep the clock frequency and reduce the operating voltage until errors start appearing. Then, the clock frequency was reduced by predetermined steps until the errors disappear.

Matrix size 32-by-32 was selected due to its application relevance [16]. The dots in the upper part of Fig. 6 show the power dissipation of the ABFT logic augmented systolic array when the operating voltage is gradually reduced by 0.01V steps, and the frequency is adjusted after error detection. On an average the highest power consumption per all types of PEs is around 74µW at V_{dd} = 0.9V and f_{clk} = 400MHz. The re-calculations can be observed as momentary power dissipation peaks taking place after frequency drop. In a realistic scenario the frequency and the voltage are adjusted in tandem to meet the desired performance requirement at operating temperature. The peaks in Fig. 6, represents cases where an error is detected and corrected by re-computing the matrix multiplication and the associated energy dissipation is topped up. The lower part of Fig. 6 shows the correct throughput rates (“goodput”) for the 32-by-32 matrix multiplication systolic array with ABFT logic. These results are for long runs at each voltage after frequency adjustment. The impacts of process, voltage and temperature variations were simulated by adding timing variations, following the approach presented in [22] with a fixed relative variance of clock period (\sigma_f/\mu_f = 0.5%).

Voltage reduction from 1V to 0.7V saves half of the energy for a matrix multiplication, emulating elimination of vendor inserted “guardband” voltage. When the near threshold region is approached at 0.5V, the energy use is reduced by further 70%, while the goodput drops to half. Aiming at higher energy efficiency sacrifices the goodput: at the near-threshold region in vicinity of 0.4V the goodput is only 9% of the one at 0.7V, and the energy per 32 \times 32 matrix multiplication is only 8%.

The silent error rate or the share of errors that can find their way into the output without being detected is a relevant parameter for applications. It can be impacted by the design of error detection logic that in our case is fairly sensitive. ABFT error checking is carried out row-by-row. Assuming error probability of P_i for ith row, the silent error probability is S_{matrix} = \prod_{i=1}^{N} P_i$. If errors strike B_i bits of elements on ith row, the silent error probability of the row is $P_i = 2^{-B_i}$. Assuming n rows are being affected by errors, the probability of undetected error in the matrix is exponentially decaying $S_{matrix} = 2^{(-\sum_i B_i)}$. Assuming silent error rate s and a task that requires q matrix multiplications, the probability of silent errors is $S_{task} = s^{-q}$. For example, AlexNet inference requires around 22 000 32 \times 32 matrix multiplications [15], so the silent error probability is very low.

Fig. 7 shows the error rate for different variations and the error rate in the final output of a row of PEs. To estimate the silent error rate we first modeled the bit error rate of a PE using a fixed voltage (V_{dd} = 0.7V) and clock period (f_{clk} = 280MHz) under different random variations in HSPICE. The variations were introduced as clock jitter and were considered to represent sources for timing-errors collectively. The top plot in Fig. 7 depicts bit error rates for outputs of PEs. The resulting error probability density was then used within PEs of the systolic array to flip their output bits. In the bottom plot, the “Total error rate in matrix”, are errors detected by comparing every element of the resultant matrix with pre-computed result. Thus, it includes even the silent ones not detected by ABFT. “Silent error rate in a row” shows the failures of ABFT for an individual row, while “Silent error rate in matrix” illustrates that those detection failures in case of a whole matrix are negligible. In our co-simulations with millions of trials not a single silent error was observed.

In the worst case for ABFT error detection, only a single row is struck by errors, whereas in a more realistic case
the PEs in all rows undergo similar variations. This means lowering chances of a silent error passing through to the output.

Based on the gate count and power estimates obtained from simulations using the HSPICE model for 32 × 32 matrix the ABFT scheme resulted in 8.5% logic overheads and 9% power overheads at fixed voltage and frequency. As the ABFT overheads are $O(1/N)$ our solution scales sub-linearly with respect to the size of the systolic array. With 128 × 128 matrix the overheads are 2.2% and 2.5% in gate count and power dissipation, respectively. Around 20% of the overheads are due to input checksum augmentation and 30% due to output checksum inspection circuitry, while 50% comes from the needed extra column of PEs.

FPGA implementation on a Xilinx Zynq-7000 FPGA verified the co-simulation results concerning the silent errors. The operating voltage could be reduced from the default 1.0V to 0.78V cutting energy dissipation to around a half.

VI. D ISCUSSION

Implementations of Razor [23][6] have exhibited 16% to 64% logic overheads with systolic array depending on whether Razor Flip Flops are only in the most critical timing paths or all. In Zhang’s [21] approximate computing experiment the power overheads were 10.3% in the MAC units while 1% drop in accuracy with neural models was observed. The co-simulations of Gundi et al. [24] with Razor augmented MAC units in a systolic array for approximate computing showed 2.5x improvement in energy efficiency at the cost of 20.8% logic overheads.

The proposed ABFT approach enables removing the extra voltage guard bands determined by the circuit manufacturers, without performance compromises. Furthermore, efficient near-threshold operation points can be reached when the clock rate is adjusted as well. As a future work, utilization of the proposed solution for approximate computing applications can be explored.

VII. S UMMARY

The energy savings potential indicated by transistor level HSPICE simulations was experimentally confirmed with an FPGA. Integration of the proposed ABFT scheme into a systolic array allows on-the-fly error detection, and can be employed to find low-power operation points. With its low silent error rate, the scheme fits a wide field of applications from wireless communications to artificial intelligence 1.
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