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Abstract

We introduce a new dataset for the emotional arti�cial
intelligence research: identity-free video dataset for Micro-
Gesture Understanding and Emotion analysis (iMiGUE).
Different from existing public datasets, iMiGUE focuses on
nonverbal body gestures without using any identity infor-
mation, while the predominant researches of emotion anal-
ysis concern sensitive biometric data, like face and speech.
Most importantly, iMiGUE focuses on micro-gestures, i.e.,
unintentional behaviors driven by inner feelings, which are
different from ordinary scope of gestures from other gesture
datasets which are mostly intentionally performed for illus-
trative purposes. Furthermore, iMiGUE is designed to eval-
uate the ability of models to analyze the emotional states by
integrating information of recognized micro-gesture, rather
than just recognizing prototypes in the sequences separate-
ly (or isolatedly). This is because the real need for emo-
tion AI is to understand the emotional states behind ges-
tures in a holistic way. Moreover, to counter for the chal-
lenge of imbalanced sample distribution of this dataset, an
unsupervised learning method is proposed to capture laten-
t representations from the micro-gesture sequences them-
selves. We systematically investigate representative meth-
ods on this dataset, and comprehensive experimental result-
s reveal several interesting insights from the iMiGUE, e.g.,
micro-gesture-based analysis can promote emotion under-
standing. We con�rm that the new iMiGUE dataset could
advance studies of micro-gesture and emotion AI.

1. Introduction

Emotional arti�cial intelligence (emotion AI) is using
machine learning methods to enable computers to under-
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Figure 1. Three frames (cropped) from a post-match press confer-
ence video to illustrate the identity-free micro-gestures, such as
�cover face�, �fold arms�, and �cross �ngers�. Could machine
recognize these micro-gestures, and understand emotional states
of the player in a holistic way, and further identify if the player
has won or lost the match (positive or negative emotional states)?

stand human emotions. It plays a vital role in human-
computer interaction since emotions are on all the time, p-
resented in all kinds of human activities, thinking, and de-
cision makings. According to psychological studies, body
language is an essential part for understanding human emo-
tions. Every day, we respond to thousands of such nonver-
bal behaviors including facial expressions, eye movements
or gaze, tone of voices, gestures, touches, and the use of
space. Body language-based emotion understanding has at-
tracted extensive attention in the communities of computer
vision and affective computing, and a considerable number
of datasets have been proposed, e.g., posed facial expres-
sions [30, 56, 92, 82, 25, 96], spontaneous facial behav-
iors [1, 47, 4, 51, 12, 35], micro-expressions [91, 41, 11],
voice/speech [65, 66, 51, 61], social signals [28, 29], and
multi-modal datasets with facial expressions and physio-
logical signals [73, 34, 51, 61]. Although computational
methodologies were proposed correspondingly and consec-
utively to improve the performance on these datasets, there
are still signi�cant gaps between current studies and the
needs of real applications. Major limitations include:

1) Intentional behavioral-based gestures. Previous
gesture studies mostly focused on illustrative (or iconic)
gestures [84], e.g., waving hands as �hello� or �goodbye�,
which are intentionally performed for conveying certain
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meanings or feelings during interactions. However, in many
occasions people would suppress or hide their feelings (e-
specially negative ones) rather than expressing them. Pre-
vious studies [2, 3, 6] showed that there is a special group
of gestures, the micro-gestures (MGs), which are helpful to
understand such suppressed or hidden emotions. The ma-
jor difference between MGs and illustrative gestures is that
MGs are unintentional behaviors elicited by people’s inner
feelings, e.g., rubbing hands due to stress, and the function
of MGs is for relieving or protecting oneself from negative
feelings rather than presenting for others. Thus, being able
to automatically recognize MGs would allow emotion un-
derstanding at a better level. To the best of our knowledge,
there is no publicly available dataset for this emotional MGs
research in the �eld of computer vision.

2) Gap between behavior recognition and emotion
understanding. Most existing datasets only aim to eval-
uate approaches that can detect and recognize prototypes of
behaviors (including gestures). In fact, the actual need of e-
motion AI is not merely to recognize certain behaviors, but
to uncover the emotion underneath. Consider a post-match
interview scenario, a player is interviewed by reporters over
several question & answer rounds (see Fig. 1). Some MGs
could be observed, e.g., cross arms (defensive) and cover
face (upset or ashamed), but it is hoped that the machine can
understand (identify) if the player has a positive or negative
feeling (e.g., caused by winning or losing of the match).

3) Sensitive biometric data. Most of the existing
datasets involve sensitive biometric data. Actually, biomet-
ric data based identity recognition plays a critical role in a
variety of applications and has gained great success in the
past decade. While every coin has two sides, biometric in-
formation is so sensitive that is particularly prone to be (i-
dentity) stolen, misused, and unauthorized tracked. With
the concerns of privacy grows, more attention should be
paid to protect biometric data of individuals.

Psychological studies [16] showed that there are over
215 behaviors associated with psychological discomfort
and most of them are not in the face. MGs are subtle and
(some of them) short, mostly out of our awareness or no-
tice during live interactions [21]. It would be of great value
if we can develop computer vision methods to capture and
recognize these neglected clues for better emotion under-
standing. In this paper, we introduce a novel MGs dataset
to address afore mentioned limitations. The key contribu-
tions are summed up as follows:

1) Instead of using facial or vocal-expressions for emo-
tion understanding, the proposed dataset offers an approach
where the identity-free MGs are explored for hidden emo-
tion understanding, and privacy of the individuals could be
preserved. As far as we know, iMiGUE is the �rst public
benchmark focuses on emotional MGs. This is the �rst in-
vestigation of such gestures from the computer vision per-

spective. Moreover, to deal with the issue of imbalanced
classes distribution, an unsupervised model is proposed.

2) iMiGUE is not only for MG recognition, but also pro-
vides a hierarchy that allows exploration of the relationship
between MGs and emotion, i.e, associates the MGs holis-
tically for emotion understanding. As such, the data in
iMiGUE are annotated on two levels: the MG categories
were annotated on video clip-level, and the emotion cate-
gories were labeled on video-level.

3) Comprehensive experiments are conducted on the
iMiGUE to provide baseline results. In video clip-level,
the experimental results show that even fully supervised
learning SOTA models cannot yield satisfactory accuracy
on iMiGUE, which could verify that the challenges of rec-
ognizing such hardly noticeable MGs. The proposed un-
supervised method can achieve competitive performance
compared with many supervised models. In video-level,
we �nd micro-gesture is a vital factor for emotion under-
standing. We only employed a simple recurrent neural net-
work (RNN) network to achieve MGs analysis in a holistic
way, but its emotion understanding result can beat existing
action/gesture recognition-based models. The dataset and
�ndings will serve as a launch-pad for exploring identity-
free MG-based emotion AI.

2. Related Work
A person’s emotional state is often conveyed through

bodily expression. As such, analyzing body based activi-
ties, including action, gesture and posture are the popular
research topics [75, 36, 23, 62, 67, 71, 24, 53, 93] in the
community. However, these datasets focused on recogniz-
ing human activities (e.g., a man is jumping), rarely related
to the emotional states. We limit our review on the relat-
ed emotional gesture-based benchmarks. Then we review
related work of gesture/action recognition.

2.1. Emotional Gesture­based Datasets

Gesture is one of the key cues of social communication
which includes movements of hands, head and other parts
of human body that express various feelings, thoughts and
emotions [55]. Table 1 summarizes the attributes of wide-
ly used databases of emotional gestures. In this �eld, early
studies were mostly built on acted or posed gestures. The
Tilburg University Stimulus set [64] collected photographic
still images of 50 actors enacting different emotions. FABO
database [26] is one of the pioneer work which proposed
using video clips of posed prototype gestures to recognize
emotions. These videos were labelled with six basic emo-
tions, as well as four more states, namely, neutral, anxi-
ety, boredom, and uncertainty. Following that posed behav-
ior which was captured in controlled recording conditions,
researchers extended emotional gesture analysis into many
directions. In HUMAINE [14, 9], the researchers elicited
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Datasets # Ge-
stures

# Em-
otions

#Subjects
(F/M)

# Sam-
ples

#Vid-
eos Duration Con-

text
Expr-
ession Resolution Modalities Recog-

nition
FABO [26] - 10 23 (12/11) 206 23 6 Min C Posed 1024�768 F + G Isolated
HUMAINE [14] 8 8 10 (4/6) 240 240 5-180 Sec C Posed - F + G Isolated
GEMEP [22] - 18 10 (5/5) 7 000+ 1260 - C Posed 720�576 F + G Isolated
THEATER [32] - 8 - 258 - - U SP - G Isolated
EMILYA [19] 7 8 11 (6/5) 7 084 23 5.5 Sec C Posed 1280�720 G Isolated
LIRIS-ACCEDE [20] 6 6 64 (32/32) - - 1 Min C Posed - F + G Isolated
emoFBVP [60] 23 23 10 (-) 1 380 - 20-66 Sec C Posed 640�480 F + G + V Isolated
BoLD [48] - 26 - 13 239 9 876 - U SP - G Isolated
iMiGUE (Ours) 32 2 72 (36/36) 18 499 359 0.5-25.8 Min U SP 1280�720 IMG Holistic

Table 1. The attributes comparison of iMiGUE with other widely used datasets for recognizing gesture-based expression of emotion. F/M:
Female/Male, C: Controlled (in-the-lab), U: Uncontrolled (in-the-wild), SP: Spontaneous, F: Face, G: Gesture, V: Voice, IMG: Identity-free
Micro-Gesture.

emotions via interaction with computer avatar of its opera-
tor. The Geneva multi-modal emotion portrayals (GEMEP)
database [22] contains more than 7 000 audio-video portray-
als of 18 emotions portrayed by 10 actors. Also in a con-
trolled setting, the subset [20] of LIRIS-ACCEDE database
[5] collected upper body emotional gestures from 64 sub-
jects. Using a Kinect sensor, Saha et al. [63] collected 3D
skeleton gesture data of 10 subjects, which included �ve in-
duced emotions, i.e., anger, fear, happiness, sadness, and
relaxation. Psaltis et al. [59] collected skeletal gestural
expressions that frequently appear in a game-play scenari-
o. Similarly, the emoFBVP [60] dataset has a multi-modal
recordings of actors including body gestures with skeletal
tracking. Emilya [19] dataset captured 3D body movements
of posed emotions via a motion capture system.

Later studies focused more toward spontaneous emotion-
al gestures, which are more challenging than posed ones. In
the Theater [32] dataset, the emotional gesture video clip-
s were extracted from two movies, which are close to re-
al world scenes. In [33], gesture movements are recorded
while subjects were playing body movement based video
games. Luo et al. collected a large-scale bodily expression
dataset, the BoLD [48], in which the in-the-wild perceived
emotion data were segmented from movies and reality TV
shows. To date, few efforts were made on the �ne-grained
micro visual of the body, i.e., the MG, which is important
clue for understanding suppressed or concealed emotions.

2.2. Methods for Gesture/Action Recognition

Early work of automatic modeling of emotional gestures
depends largely on hand-crafted features [26, 64, 33]. Re-
cently, numerous neural networks have been introduced for
gesture/action recognition. Among them, supervised learn-
ing is the predominate technique for which labeled data are
utilized to train the models. The earliest attempts utilized
a 2D convolutional neural network (CNN) [72, 18, 86, 98,
43, 94] to extract spatial features from the selected frames,
and the temporal aggregation is considered by an additional
stream of optical �ow or the temporal pooling layers. The
3D CNNs [79, 8, 87, 81, 27, 88, 80] can jointly capture
spatial-temporal semantics, where the �lters are designed in

a 3D manner. Compared to the 2D CNNs, 3D ones can pro-
cess the temporal information hierarchically throughout the
whole network. Also, some models like the Slow-fast [17]
considered a joint implementation of both two streams (fast
and slow) and 3D CNN. The RNN is also commonly used
for temporal integration. Speci�cally, the long short-term
memories (LSTMs) [13, 15, 83, 99, 50, 42, 44, 45] have
demonstrated their strength on learning sequential data. Re-
cently, the skeleton data is gaining increasingly popularity
because of their invariance to background dynamics. Cur-
rent work on skeleton based action recognition can mainly
be categorized into two types: one is RNN based methods
[15, 44, 74, 45, 95, 40] which directly process gesture skele-
tons as time series, and the other one is graph convolutional
network (GCN) [90, 38, 70, 69, 58, 10, 46] based methods
which reorganize the skeleton data as a graph.

Compared with the supervised methods, the task of be-
havior recognition with unsupervised approaches is much
more challenging, and only a few attempts have been re-
ported. Some methods focused on leveraging temporal in-
formation of videos to learn visual representation, such as
Shuf�e & Learn [52], OPN [37], and [89, 78, 85, 31]. Oth-
er methods utilized the encoder-decoder-based video se-
quence/frame reconstruction, e.g., RGB-based [76, 49, 39],
and skeleton-based LongT GAN [97] and Predict & Cluster
(P&C) [77]. The problem is that P&C just used the recon-
struction loss in an element-wise manner without consider-
ing any informative constraint or prior. In addition, P&C
employed a �xed-length input scheme which is hard to en-
code the long-term motion dependencies since the down-
sampled sequences may lose essential information.

3. The iMiGUE dataset
3.1. Key Challenges

We hope to draw more attention on analyzing micro-
gestures starting with building and sharing a new MG
database. We need to solve several unprecedent challenges
to build the iMiGUE as it is different than previous gesture
dataset. 1) How to de�ne and organize the categories of
MGs related to emotions? We take reference from psycho-
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