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ABSTRACT: Two-dimensional MXenes have recently received increased attention due to their facile synthesis process and extraordinary properties suitable for many different applications. During the wet etching synthesis of MXenes, native defects, such as metal and carbon or nitrogen vacancies, are produced, but the underlying defect formation processes are poorly understood. Here, we employ first-principles calculations to evaluate formation energies of Ti, C, and N vacancies in Ti$_x$C$_y$ and Ti$_x$N MXenes under etching conditions. We carefully account for the mixed functionalization of the surfaces as well as the chemical environment in the solution (pH and electrode potential). We observe that the formation energy of the metal vacancies differ significantly for different types of surface functionalization as well as for different local and global environments. We attribute these differences to electrostatic interactions between vacancies and the surrounding functional groups. We predict that Ti vacancies will be prevalent on bare or OH-functionalized surfaces but not on O-functionalized ones. In contrast, C and N vacancies are more prevalent in O-functionalized surfaces. In addition, our results suggest that the pH value of the etching solution and the electrode potential strongly affect vacancy formation. In particular, the predicted conditions at which abundant vacancy formation is expected are compared to experiments and found to coincide with conditions at which MXenes oxidize readily. This suggests that Ti vacancy formation is a crucial step in initiating the oxidation process.

INTRODUCTION

MXenes are a diverse class of two-dimensional (2D) materials with unique properties, such as extraordinary electromagnetic interference shielding properties, high catalyst activity, sensing properties, and optoelectronic properties, which have consequently made them highly attractive for various applications. The structure of 2D MXenes consists of transition metal (M) and either carbon or nitrogen (X) layers. They are typically synthesized by wet etching from the parent precursor phase (known as MAX phases) with hydrofluoric (HF) acid, during which the surface is passivated by an evenly distributed mixture of functional groups such as O, F, and OH. More recently, HF-free approaches have also been developed, based on, e.g., a combination of LiF and HCl (so-called MILD approach), an electrochemical route, and the molten salt approach. Depending on the synthesis, the type and composition of functional groups can be different and affect the electronic properties of MXenes as well as their stability.

Like any other material, MXenes contain crystalline imperfections in their structure, both native defects and extrinsic defects. These could be inherited from the precursors (bulk MAX phases), or they could be introduced during etching. XPS studies revealed, for example, that the bulk MAX phase could be responsible for up to 10% of the carbon vacancies found in MXenes. Conversely, scanning transmission electron microscopy studies attribute Ti vacancies to etching. The concentration of the observed metal vacancies depends on the acid concentration and the synthesis time. Regarding the location of defects, computational studies have shown that defects form more easily in the outer than in the inner layers. Defects in the outer layers are in contact with functional groups, who affect their properties. For instance, the formation energy of a metal vacancy in a fully O-functionalized surface is significantly higher (by about 4.5 eV) than that of a fully OH-functionalized surface. Given the size of this difference, it is timely to explain its origin and to study the effects of more realistic, mixed functionalizations.

Another problem pertaining to the previous computational studies is that the reported formation energies of metal and carbon/nitrogen vacancies vary widely. This variation is due to the different reference chemical potentials used in the formation energy calculations. For instance, in Ti-based MXenes, a common reference for the chemical potential is bulk Ti. Considering that MXenes are known to degrade to TiO$_2$, the reference could be TiO$_2$ instead, which reduces the Ti chemical potential by about 9 eV. One of these choices of the Ti chemical potential might be valid for certain conditions; however, it does not accurately represent strong acid-based etching conditions. Ti is not a noble metal and is
thus only stable for certain pH values, electrode potentials, and
temperatures in electrochemical experiments. The most stable
state of Ti, and correspondingly its chemical potential, depends
on these external conditions, which therefore need to be
accounted for in first-principles studies.

In this work, we explore the formation of native defects in
Ti3C2 and Ti2N MXenes for a range of experimental conditions
and with particular focus on the etching conditions. We use the
concepts of computational electrochemistry37−41 to properly
set the chemical potentials in the formation energy calculations
of Ti, C, and N vacancies in Ti3C2 and Ti2N. We also
investigate the role of functionalization by utilizing our
previously constructed models for mixed surface functionaliza-
tion.22,23 Studying the formation energy dependence on the
pH and the electrode potential allows us to identify stability
regions and, more importantly, find regions where Ti3C2 and
Ti2N would decompose as a result of excessive vacancy
formation.

■ METHODOLOGY

To assess equilibrium defect concentrations in a grand
canonical ensemble requires evaluating the defect Gibbs free
energy of formation. However, since the vibrational contribu-
tions in the defective and pristine systems are similar (and
small due to the low temperatures during etching), these
contributions cancel each other to a good approximation, and
it is sufficient to only consider the defect formation energy. For
vacancies, the formation energy is given by

\[ E_i = E_{\text{def}} - (E_{\text{ideal}} - \mu_i) \]  

where \( E_{\text{def}} \) and \( E_{\text{ideal}} \) are the total energies of the defective
and nondefective system, respectively, and \( \mu_i \) is the chemical
potential of the removed atom (\( i = \text{Ti} \) or C/N). The latter is
calculated from the Gibbs free energy of formation of the
corresponding reservoir. The chemical potential can also be
expressed as \( \mu_i = \mu_i^0 + \Delta \mu_i \), where \( \mu_i^0 \) is the chemical potential
of the reference phase (bulk Ti, graphite, and N2 for Ti, C, and
N, respectively).

To include the electrode potential and pH of the solution in
the chemical potentials, we used the approaches developed in
the theoretical electrochemistry community, combining the
grand canonical approach with Pourbaix diagrams, used to
study, e.g., the surface structure of metals and defect formation
in metal oxides in aqueous solution.22,37−42 First, assuming an
equilibrium of H and O with water at a given pH and electrode
potential, the chemical potential of O is de
\[ \mu_O = \Delta G_{\text{H}_2\text{O}}^{\text{f}} - 2 \Delta \mu_H \]  

where \( \Delta G_{\text{H}_2\text{O}}^{\text{f}} \) is the Gibbs free energy of formation of liquid
water. The chemical potential of H can be expressed as

\[ \Delta \mu_H = -E - k_B T \ln 10 \cdot \text{pH} \]  

where \( E \) is the electrode potential with respect to the standard
hydrogen electrode (SHE). The electrode potential can be
mapped to the electron chemical potential (w.r.t. vacuum
level) \( \mu_i \) via \( E = (\mu_i^{\text{SHE}} - \mu_i) / e \), where \( \mu_i^{\text{SHE}} = -4.73 \) eV is the
theoretical SHE. During etching, as there is no electro-
chemical cell, the chemical potential is not fixed, and it can
fluctuate depending on the surface functionalization and defect
formation. The exact details are not known, but based on
measured work functions and our previous investiga-
tions,22,37−48 we assume \( \mu_i \) remains fairly close to \( \mu_i^{\text{SHE}} \).

Nevertheless, in this context, it is more appropriate to denote \( E \)
as the open-circuit potential rather than electrode potential. In
the context of electrochemical cells, the electrode potential can
be used to extract the chemical potential from Pourbaix
diagrams (cf. below), but it is worth noting that the charging of
the MXene sheets and its influence on vacancy formation
energies is not included in our calculations.

Figure 1. Pourbaix diagram of (a) Ti, (b) C, and (c) N in solution and the corresponding chemical potentials (d) \( \Delta \mu_{\text{Ti}} \), (e) \( \Delta \mu_{\text{C}} \), and (f) \( \Delta \mu_{\text{N}} \) as a
function of pH and electrode potential.
Second, we constructed the Pourbaix diagrams, taking into consideration the most stable phases of Ti, C, and N and ions in the solution as a function of pH and electrode potential E. All relevant data is taken from the original work of M. Pourbaix.\textsuperscript{41} To identify the stable phases of Ti, C, and N, we calculated the Gibbs free energy of formation for all phases and track which phase yields the lowest formation energy at a given pH and E. For example, for dissolved TiO\textsuperscript{2+}, the Gibbs free energy of formation is

\[
\Delta G_{\text{TiO}^{2+}} = \Delta G_{0}^{0} - \Delta \mu_{\text{Ti}} - \Delta \mu_{\text{O}} - 2E
\]

(4)

where \(\Delta G\) is the Gibbs free energy of formation and \(\Delta G^{0}\) is the tabulated standard value given with respect to reference phases of Ti and O, at SHE conditions (pH = 0, E = 0 V), molar concentration of dissolved species equal to \(10^{-6}\), room temperature, and atmospheric pressure. E corresponds to the electrode potential. To find the chemical potential of Ti, \(\mu_{\text{Ti}}\), we assume equilibrium with the considered phase, thus, \(\Delta G_{\text{TiO}^{2+}} = 0\), which yields

\[
\Delta \mu_{\text{Ti}} = \Delta G_{0}^{0} - \Delta \mu_{\text{O}} - 2E
\]

(5)

\(\Delta G^{0}\) is known from the tabulated standard value data, and \(\Delta \mu_{\text{O}}\) is found using eqs 2 and 3.

Figure 1a shows the Pourbaix diagram for Ti considering only dissolved forms of Ti as reservoirs for Ti vacancies: Ti, Ti\textsuperscript{2+}, Ti\textsuperscript{3+}, TiO\textsuperscript{2+}, HTiO\textsubscript{3}\textsuperscript{−}, and TiO\textsuperscript{2−}.\textsuperscript{41} We also reproduced Pourbaix diagrams for solid and gaseous forms of Ti in Figure S1 of the Supporting Information (SI). The corresponding Ti chemical potential (\(\Delta \mu_{\text{Ti}}\)) can be derived from equations similar to eq 5 knowing the stable phases and are shown in Figure 1d. Note that when the chemical potential \(\Delta \mu_{\text{Ti}} = 0\), the reference phase is the most stable one.

From the Pourbaix diagrams, we extract the formation energies for the experimentally relevant ranges of chemical potentials. For instance, previous defect studies used the bulk Ti chemical potential\textsuperscript{28,49} According to our Pourbaix diagram in Figure 1a, solid Ti is only stable for high negative electrode potentials \(E < -1.6\) V. However, more realistic conditions would correspond to the water stability region (between \(E = 0\) V and \(E = 1.228\) V at pH = 0), which is clearly above the stability region of bulk Ti. Another common reservoir choice is TiO\textsubscript{2}. The Gibbs free energy of formation of TiO\textsubscript{2} is \(-9.2\) eV,\textsuperscript{41} and the same value is obtained for the chemical potential of Ti when O is in the reference phase (O\textsubscript{2}). In Figure 1d, corresponding values can be found right at the edge of the water stability region. Overall, the chemical potentials are seen to vary dramatically depending on the adopted choice of Ti reservoir.

In our opinion, realistic chemical potential choices for electrochemical solutions should include stable titanium ions in the water stability region, i.e., dissolved Ti\textsuperscript{3+}, TiO\textsuperscript{2+}, and HTiO\textsubscript{3}\textsuperscript{−}. This would imply significantly different chemical potentials than used in previous publications.

Next, we establish the chemical potential choice for carbon and nitrogen vacancies. A common choice for the carbon chemical potential is graphite, the most stable solid phase of C.\textsuperscript{38} However, in the Pourbaix diagram (Figure 1b, with the corresponding chemical potentials in Figure 1e), graphite is only stable in a narrow region near \(E = 0\) V. Calculations using the graphite reference therefore exclude a large part of the water stability region. More realistic would be to consider a few more stable phases of carbon, which are located above the solid graphite stability region. Then, carbon dissolves to CO\textsubscript{2}, CO\textsubscript{3}\textsuperscript{−}, and HCO\textsubscript{3}\textsuperscript{−} depending on the pH value, and below it to CH\textsubscript{4}.\textsuperscript{41} It is worth noting that CH\textsubscript{4} formation upon Ti\textsubscript{3}C\textsubscript{2} oxidation was reported in ref 50.

The Pourbaix diagram of nitrogen is shown in Figure 1c and the corresponding chemical potentials in Figure 1f, according to which N can dissolve to NH\textsubscript{4}\textsuperscript{+}, NO\textsubscript{3}\textsuperscript{−}, or NH\textsubscript{4}OH. However, since N\textsubscript{2} is fairly stable in water, the corresponding chemical potential sufficiently describes the etching conditions.

The etching is commonly performed at fluorine solutions, but in our approach the effect of fluorine is included only via pH. However, it is also important to consider if titanium fluoride phases might affect Ti chemical potential. We could not find experimental data for solvated TiF\textsubscript{2} species, but those for the gaseous phase are available from NIST-JANAF thermochemical tables.\textsuperscript{51} The two-component (Ti + F) Pourbaix diagram is a straightforward overlap of the Ti and F diagrams (Figure S2), i.e., that shown in Figure 1a, and HF stable when pH > 3.18 and F\textsuperscript{−} stable when pH < 3.18. TiF\textsubscript{2}(g) or TiFO(g) are not stable. Adding TiF\textsubscript{3}O, TiF\textsubscript{5}, TiF\textsubscript{9}, and TiF\textsubscript{4} phases to this diagram is not straightforward due to the difference in the stoichiometries. Since we are mainly interested in the Ti chemical potential, we constructed a Pourbaix-like stability diagram, where we find the phase with the lowest chemical potential of Ti such that the chemical potentials from TiF\textsubscript{4} phases are obtained by assuming equilibrium with the stable F phase. That is, e.g., for the TiF\textsubscript{4} phase, \(\Delta \mu_{\text{Ti}} = \Delta G_{0}^{0} - 4\Delta \mu_{\text{F}}\) and \(\Delta \mu_{\text{F}}\) is taken from the lowest energy phase at that pH and E. Such a stability diagram is shown in Figure 2a, and Figure 2b shows the
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chemical potential difference to the F-free Pourbaix diagram shown in Figure 1a. Only TiF₄ and TiF₃ are found stable. The area covered by the TiF₄ phase is relatively large, but the chemical potential difference is less than 0.6 eV. Since the energies of solvated TiF species are unknown, it is not clear if there is enough F to form TiF₄, and the energy difference is relatively minor, in the following, we use the Ti chemical potential shown in Figure 1d. If metal fluoride phases are known to be important, the resulting formation energy difference can be extracted from Figure 2b.

All the calculations were performed using the Vienna ab initio simulation package (VASP) together with the projector augmented plane wave method (PAW). We used the Perdew–Burke–Ernzerhof for solids (PBEsol) exchange-correlation functional throughout, which was selected based on benchmarking of enthalpies of formation in our previous publication. The converged plane-wave cutoff energy was found to be 550 eV according to the tests. For the calculation of vacancy formation energies, we utilized the structures with mixed O, F, and OH functional group distributions found in our previous work. The distributions were obtained using a computational multiscale scheme, where energies for different configurations of functional groups were approximated using a cluster expansion approach and then sampled via Monte Carlo simulations. The 4 × 4 supercells minimizing the free energy were then used in modeling the defective systems. Vacancy formation energy convergence with increasing supercell size (4 × 4, 5 × 5, and 6 × 6), shown in Figure S3, assures us that the 4 × 4 supercell size is sufficient.

The adopted k-point sampling was 4 × 4 × 1. In order to include implicit solvent contributions, the final energies of relaxed structures were calculated using VASPsol. The differences between formation energies with implicit solvent and without are listed in Table S1.

### RESULTS

**Formation Energy Dependence on Surface Functionalization.** As alluded to in the introduction, previous studies observed a significant dependence of defect formation energies on the surface termination of MXenes. To investigate the effect of mixed functionalizations, we calculated Ti vacancy formation energies for different compositions of O and OH on the surface of Ti₃C₂: O₁.0, O₀.75OH₀.25, O₀.5OH₀.5, O₀.25OH₀.75, and OH₁.0. The results are shown in Figure 3.

For surfaces with mixed O–OH compositions, the Ti vacancy can be surrounded by different numbers of O and OH groups in the nearest-neighbor sites. We observed that the OH functional groups are always tilted in the vicinity of the Ti vacancy. The orientation of the tilting depends on the distribution of O and OH in the first and second nearest neighbor sites. Examples of several different O–OH surroundings are shown in Figure 3a, while a more complete
We set the charge of the vacancy to local O\(^-\) electrostatic energy by 30, which yields qualitatively similar approximation including our model by dividing the electrostatic energy by 30, which yields qualitatively similar energy differences for \(U\) and \(E_f\).

To understand the dependence of the formation energy on the local O\(-\)-OH surroundings of the vacancy, the formation energies and the corresponding electrostatic potential are compared in Figure 3c. The electrostatic potential for the vacancy in the same global composition of O\(_{0.5}\)OH\(_{0.5}\), clearly depends on the O\(-\)-OH content in the surroundings. The sets of points with higher and lower formation energies correspond to O\(-\)-O and O\(-\)-OH\(-\)-OH surroundings in the nearest neighbor shell around the vacancy, while the color coding denotes the number of O atoms in the surroundings up to third-nearest neighbors. Within the O\(-\)-OH and O\(-\)-OH\(-\)-OH groups, the formation energies of the Ti vacancy linearly depend on the value of the electrostatic potential. Since the electrostatic interaction between the vacancy and O is stronger than the interaction between the vacancy and OH, the contribution from oxygen is much more pronounced. Therefore, the higher the content of O around the vacancy, the higher the electrostatic potential and thus the formation energy. The difference between the two linear correlations in Figure 3c can be explained by the shell effect. Since the electrostatic energy is inversely proportional to the distance between the vacancy and the O charge, lower formation or electrostatic energies correspond to O in the second nearest neighbor shell and higher energies to O in the first nearest neighbor shell. Both global and local effects of the functionalization therefore play a role.

Formation of Vacancies during Etching. Formation of Ti Vacancies. Using the Pourbaix diagrams constructed earlier, we now calculate the defect formation energies as a function of solution pH and the electrode potential with respect to the standard hydrogen electrode (SHE). We focus on the defects induced by the synthesis conditions and thus only consider vacancies in the outer layers of Ti\(_3\)C\(_2\) and Ti\(_2\)N. These materials were selected to represent materials that are easy and difficult, respectively, to synthesize with the common fluorine-etching method.

Since the formation energies significantly depend on the functionalization type and its composition, we show results for four different types of surface functionalization: bare non-functionalized surfaces relevant at the very early stages of etching and fully O- and OH-terminated surfaces to yield the formation energy limits, as well as mixed surface functionalization at typical surface compositions relevant at later stages of etching. For Ti\(_3\)C\(_2\) we use the mixed O\(_{0.5}\)OH\(_{0.5}\) composition and for Ti\(_2\)N the mixed O\(_{0.7}\)OH\(_{0.3}\) composition, which we found to be the most stable compositions in our earlier studies.\(^{22,23}\) Moreover, according to these studies, upon changing the pH or the potential, the surface composition of both materials will vary between those values and the fully O-terminated surfaces, thus providing practical limits. Alternatively, if the composition is known from the experiments, it is straightforward to interpolate the formation energy values from these limits. The location of a vacancy on the surface with mixed functionalization was chosen so that the vacancy formation energy is the lowest. In Ti\(_3\)C\(_2\), the vacancy is surrounded by three OH, whereas in Ti\(_2\)N, the vacancy is surrounded by two O and one OH. Since the synthesis mainly occurs near room temperature and the formation energies tend to vary over several electronvolts, the vacancy concentrations calculated from \(\varepsilon \sim \exp(-E_f/kT)\) tend to be very small for positive \(E_f\) and very large for negative \(E_f\). Consequently, we mostly focus on the \(E_f = 0\) line, which then indicates whether defect formation is energetically favored or not. We also note that, due to the low temperature during etching, defects can form very slowly in the case of small, or even negative, formation energies.
The formation energies of Ti vacancies on the surface of Ti$_3$C$_2$ are presented in Figure 4 as a function of pH and the electrode potential. The area between the dashed lines highlights the water stability region. At SHE conditions (pH = 0, $E = 0$ V), Ti vacancy formation energies in Ti$_3$C$_2$ vary significantly with surface termination. The bare surface possesses the lowest formation energy, where the Ti vacancy formation energy is about 0 eV at the SHE. Moreover, the formation energies for bare Ti$_3$C$_2$ are mostly negative in the water stability region, suggesting a spontaneous formation of vacancies at large quantities, and possible material decomposition, under these conditions. In fact, the decomposition of MXene might be anticipated, since Ti metal is not stable at the acidic conditions and dissolves to ions and hydrated oxides (Figure 1b). However, we assume that in aqueous solution the bare surface will be quickly covered by functional groups. These protect the surface from decomposition, which can be seen from the formation energy increase in the presence of functional groups. The pure O-terminated surface has the highest formation energy, which is 5 eV at SHE conditions, and the formation energy gradually decreases to 1 eV with increasing electrode potential or with increasing pH. The O$_{0.5}$OH$_{0.5}$ functionalized surface has a formation energy of 2.5 eV at $E = 0$ V (and pH = 0), but becomes negative ($-2$ eV) at the top of the water stability region. Finally, the formation energy in the OH-functionalized surface is relatively low (about 0.5 eV) at SHE and decreases with increasing electrode potential (becomes negative above SHE conditions). The negative formation energies within water stability region suggest decomposition of the material.

Furthermore, formation energies for all systems at a constant electrode potential decrease with increasing pH. The decrement is quite small until pH = 7, and then formation energies decrease much faster at pH > 7. Therefore, in the alkaline solution starting from pH = 7, formation of vacancies is more favorable. For instance, at $E = 0$ V and pH = 14, the formation energy of vacancy in Ti$_3$C$_2$ with mixed surface functionalization becomes negative. On the other hand, the surfaces with higher O concentration are still stable. This is an important observation, since the 2D sheets are washed in water after etching and commonly stored in a solution.57 However, we find that this step might also involve formation of vacancies. Moreover, since washing decreases the Ti concentration in solution, this in turn can lead to a lower Ti chemical potential and lower vacancy formation energy.

A few earlier computational studies have found that the formation energies of Ti vacancies are higher for fully O-terminated surfaces, whereas OH-terminated surfaces possess much lower formation energy.8,26,30,32,49 Our results are qualitatively in agreement with these. However, in order to quantitatively compare our results to the previously reported formation energies, we should compare these with the same reference chemical potential. As seen in Figure 1, solid Ti is stable at $E < -1.6$ V. The formation energy of the Ti vacancy

Figure 4. Formation energy of the Ti vacancy as a function of pH and electrode potential for (a) the Ti$_3$C$_2$ bare surface, (b) Ti$_3$C$_2$(O$_{1.00}$)$_2$, (c) Ti$_3$C$_2$(O$_{0.5}$OH$_{0.5}$)$_2$, and (d) Ti$_3$C$_2$(OH$_{1.00}$)$_2$. The dashed lines represent the water stability region.

Figure 5. Formation energy of the Ti vacancy as a function of pH and electrode potential for (a) the Ti$_2$N bare surface, (b) Ti$_2$N(O$_{1.00}$)$_2$, (c) Ti$_2$N(O$_{0.75}$OH$_{0.25}$)$_2$, and (d) Ti$_2$N(OH$_{1.00}$)$_2$. The dashed lines represent the water stability region.
with respect to solid Ti for the fully O-terminated surface is 8.7, which is in agreement with the value of 8.6 eV reported in ref 49 and higher than the value of 7.7 eV reported in ref 26. Meanwhile, the formation energy of the Ti vacancy for the fully OH-terminated surface is about 3.9 eV, which is in a good agreement with the value of 3.5 eV reported in ref 26 and formation energy of 3.4 eV from ref 49.

The formation energies of the Ti vacancy on the surface of Ti$_2$N as a function of pH and electrode potential are shown in Figure 5. A bare surface possesses the formation energy of about $-1.5$ eV at the SHE, and it decreases to $-6$ eV in the top of the water stability region. Highly negative vacancy formation energies suggest that the material eventually dissolves in the acid. With the presence of O functionalization, the formation energy at the SHE becomes equal to 0.8 eV. However, formation energies become negative with increasing electrode potential to $E = 0.2$ V. In contrast to the case of carbides, Ti$_2$N with a mixed surface functionalization has a similar vacancy formation energy as the fully O-functionalized surface, due to a high content of O in the O$_{0.75}$OH$_{0.25}$ composition. The formation energy is about 1 eV at the SHE and gradually decreases with increasing electrode potential or pH. Ti vacancy formation energies for the OH-terminated surface are negative throughout the water stability region. The predominance of negative vacancy formation energies for a wide range of conditions suggests that Ti$_2$N is largely unstable toward Ti vacancy formation.

The formation energies for pure F and mixed O$_{0.50}$F$_{0.50}$ surfaces are given in Figures S7 and S8. The results are similar to those of OH-terminated surfaces, as one might assume due to the same oxidation state of $-1$. The values of formation energies are systematically higher by about 0.3 eV in the case of F surface functionalization as compared to OH functionalization. Therefore, F-rich surfaces are also expected to contain more vacancies than O-rich surfaces, and their formation could be further accelerated by the lower Ti formation energy in TiF$_2$ phases (cf. Methodology).

**Formation of X Vacancies.** We also calculated the formation energies of X vacancies in Ti$_3$C$_2$ and Ti$_2$N. Figure 6a,b shows the formation energies for C vacancies in Ti$_3$C$_2$ as a function of pH and electrode potential. Here, we present results only for the pure functionalization O$_{1.00}$ and OH$_{1.00}$, assuming that the energies for mixed systems would lie between these limits. Since X atoms are not in direct contact with the functional groups, the vacancy formation energies are less sensitive to the local distribution of functional groups around the vacancy than in the case of the Ti vacancy. They can, however, be affected by the global functional group composition via changes in the Fermi level position. Indeed, the C vacancy formation energies vary significantly with surface functionalization but clearly less than with Ti vacancies. Moreover, opposite of the Ti case, the formation energies of carbon vacancies are lower for the pure O-terminated system and higher for the OH-terminated system. As discussed earlier, solid carbon (graphite) is relatively stable in solution with a stability window between electrode potential values of $-0.5$ and 0.2 V. For fully O-functionalized Ti$_3$C$_2$, the carbon vacancy formation energy is 0.2 eV in this window, whereas above and below this window the formation energies become negative. Conversely, for OH-functionalized Ti$_3$C$_2$, the formation energy is equal to 2.2 eV in the carbon stability window and decreases above and below the carbon stability window, eventually becoming negative. A comparison to the previously reported formation energies can be carried out for values in the carbon stability region since the reference chemical potential is graphite. In the absence of data for Ti$_3$C$_2$, we compare to the formation energies in Ti$_2$C from ref 30. The reported values are 0.6 eV for O-terminated Ti$_2$C and 2.8 eV for OH-terminated Ti$_2$C, in fairly good agreement with our results.

The formation energies for N vacancies in Ti$_2$N are shown in Figure 6c,d. For O-terminated Ti$_2$N, the formation energy at SHE conditions is 1.2 eV. Due to the high stability of N$_2$ in solution, this phase covers most of the water stability region. Above the window, the formation energies decrease; however, the values remain positive for the whole water stability region. Our results are comparable with earlier reported data using N$_2$ as the reference. The nitrogen vacancy formation energy of Ti$_2$NO$_2$ is 1.9 eV compared to 1.6 eV from ref 49 and 4.1 eV for Ti$_2$N(OH)$_2$ compared to 3.8 eV from ref 49. Slightly different values of formation energies in our calculations compared to previously computed values are likely because of the use of different exchange-correlation functionals and additional implicit solvent correction in our calculations. As shown in Figure S9, the formation energies of F-terminated surfaces are again very similar to those of OH-terminated surfaces.
DISCUSSION

Defects in 2D MXenes have not been systematically studied concerning the influence of the chemical environment and the distribution of functional groups on the surface. It is generally assumed that the formation of defects and functionalization of the surface emerges simultaneously during etching. It is thus important to understand how formation energies depend on surface functionalization. A few earlier computational studies have found that the formation energies of Ti vacancies are higher for fully O-terminated surfaces, whereas OH-terminated surfaces possess much lower formation energies.8,26,30,32,49 Our findings not only agree with earlier studies but also extend these results to mixed surface functionalizations, which show strong dependence on the nearest neighbors surrounding the defect. We also showed that a simple electrostatic model can describe these formation energy trends and explain the large difference of ~5 eV in the formation energies of O and OH functionalized MXenes.

We further studied the formation of vacancies under synthesis conditions in Ti-based carbides and nitrides. Our results align with earlier experimental results, where the formation of Ti vacancies due to etching in HF aqueous solutions has been demonstrated.17,26 Since electroneutrality of the solution and the MXene sheets should be retained during etching, we presume that, upon dissolution of positively charged Ti ions, the negative charge of MXene sheets is compensated by adsorbed H\(^+\) ions that turn O functional groups to OH groups. If MXene sheets cannot easily accommodate more H, H\(_2\) formation would then be expected (taking two electrons from the MXene sheet and two H\(^+\) from the solution). Since the formation energies are lower at higher pH, the sheets are not safe from degradation after etching. In ref 58, Ti\(_3\)C\(_2\) and Ti\(_2\)C were found to oxidize much faster in basic solutions (pH > 7) than in acidic solutions. While the reactive molecular dynamics simulations in ref 58 showed that oxidation of edges becomes faster under basic conditions, our results suggest that also the basal planes become more susceptible to oxidation via vacancy formation. Note that the electroneutrality considerations can be opposite in basic solutions where dissolution of HTO\(^+\) would need to be compensated by desorption of H\(^+\) from the MXene sheets.

The formation energies of Ti vacancies depend significantly on the value of the electrode potential. We observe that, at higher E values, the formation energy decreases and become negative, causing thermodynamic instability. In the following we compare our results to those from electrochemical experiments. Although this is not strictly valid since, e.g., the charging of the MXene sheets or electroneutrality of the solution are not included in our computational approach, we think this gives qualitatively correct trends and with it valuable insight. A few experiments with electrochemical setups support our results.34,59 In ref 34, partial oxidation started at E > 0.8 V and excessive oxidation to TiO\(_2\) was observed at E > 1 V (0.1 and 0.3 V vs Hg/Hg\(_2\)SO\(_4\) electrode) at low pH. In ref 59, oxidation started at E > 0.4 V, peaking at E = 0.6 V, at pH 7 (0.2–0.4 V vs Ag/AgCl electrode), and leading to dissolution of the material. Our results for Ti\(_3\)C\(_2\)(O\(_2\)OH\(_2\)O\(_2\))\(_2\) and low pH predict that the formation of a large number of vacancies would start at E > 0.6 V at low pH and E > 0.4 V at pH 7, in a reasonably good agreement with experiments (and assuming that the vacancy formation initiates oxidation). In ref 34, it was also shown that a large amount of oxygen remains on the surface.34 Since the formation energy of the Ti vacancy varies strongly with the chemical surroundings, areas with a high OH content, or lack of any surface termination, would have more vacancies. Simultaneously, areas with oxygen termination would remain untouched, serving as a protective coating. We also stress that in these experiments Ti\(_3\)C\(_2\) is stable at negative potentials. According to the calculations of Ashton et al.,60 Ti\(_2\)CO\(_2\) (and Ti\(_3\)C\(_2\) presumably behaves similarly) would decompose into CH\(_4\) and Ti\(^{2+}\)/Ti\(^{3+}\) at negative potentials and low pH. This seems to suggest that even when decomposition is energetically favored, it is the Ti vacancy formation that governs the oxidation in practice.

Although it has been shown experimentally that using a high concentration of HF leads to the formation of larger quantities of metal vacancies,4,26,28 such a dependence is not evident in our calculations. In our calculations, at constant electrode potential, formation energies are slightly higher at low pH values and lower for increasing pH. This effect is minimal at low pH values and more pronounced at pH > 7. Higher concentrations of HF in solution lower the pH; however, in practice pH values vary slightly (~0–1) with increasing HF concentration. Thus, most likely the disagreement has kinetic reasons. For instance, etching in stronger HF acid might lead to faster removal of Al from the MAX phase, which increases the number of bare sites and which finally results in a larger number of Ti vacancies.

Formation energies for Ti vacancies in Ti\(_2\)N are mostly negative in a wide range of conditions. It is interesting to note that Ti\(_2\)N has not been synthesized via HF etching due to partial decomposition of the precursors and formation of TiO\(_2\).61–63 Our negative formation energies suggest that MXene sheets decompose at these conditions, in agreement with the experimental results.

The formation energies of X vacancies also depend on the type of surface functionalization. However, the formation energies of carbon and nitrogen vacancies are lower in the presence of O functionalization and higher for OH functionalization—opposite to the trend seen with Ti vacancies. Therefore, mixed functionalizations are preferable for minimizing the overall defect concentration in these MXenes. Fortunately, this should often be the case due to the higher stability of the MXenes with mixed functionalizations.22,23 Moreover, the formation energies are clearly lower for Ti\(_3\)C\(_2\) than for Ti\(_2\)N. In Ti\(_3\)C\(_2\), formation energies are negative at the top of the water stability region, indicating the formation of carbon vacancies in large quantities, whereas in Ti\(_2\)N, formation energies remain positive irrespective of the electrode potential and the type of the surface functionalization. Experimentally, X vacancies are believed to originate from the MAX precursors.24,25 However, no experimental data regarding formation of carbon or nitrogen vacancies during etching is available thus far. Naturally, formation of X vacancies should involve large kinetic barriers since X atoms reside inside the MXene sheet, thus reducing the rate of defect formation. Nevertheless, the low formation energy of C vacancies tentatively supports their presence in Ti\(_3\)C\(_2\).

Finally, we note that formation of any type of defect could lead to lowering of the formation energies of other defects in its vicinity, such as vacancies in the functional group sites or in the nearby M or X sites, and thereby defect clustering. However, this is out of scope of the present study, due to the vast number of configurational degrees of freedom.
CONCLUSIONS

We have systematically studied the formation of titanium and carbon/nitrogen vacancies in Ti₃C₂ and Ti₃N. We explored the formation energies of the vacancies in relation to the composition of functional groups and their local surroundings. Our results show that the type and composition of functional groups on the surface strongly affect the formation energies. Abundant formation of titanium vacancies is expected in bare surfaces and in systems with high OH content, while increasing O content tends to protect the surface. We observed that the vacancy formation energies depend on both the local and the global O and OH content around the vacancies. We attribute this behavior to the strong electrostatic interaction between the metal vacancy and the functional groups, which largely depends on the content and distribution of O in the system.

Furthermore, our computational scheme, which involves the selection of the chemical potential according to the Pourbaix diagrams, allowed us to construct formation energy diagrams with explicit dependence on the electrode potential and the pH. From these we could find the conditions under which a large number of vacancies can be expected to form. As the unstable conditions for Ti vacancy in Ti₃C₂ were found to match closely with the experimentally observed conditions at which rapid oxidation starts, we suggest that the titanium vacancy formation is the critical initial step in this process. The Ti vacancy formation energies for Ti₃N were negative irrespective of the conditions, which might explain why it has not been successfully etched using HF.

Our calculations for the carbon and nitrogen vacancies showed the opposite trend, wherein the vacancies are more stable in systems with high OH content. Moreover, Ti₃C₂ was found to be more susceptible to vacancy formation in the X sublattice than Ti₃N.

Our results are expected to be useful in guiding future experimental research, in avoiding excessive defect formation, and even in estimating conditions needed to reach desired defect concentrations. Furthermore, the computational approach presented herein can be readily applied to other MXenes and other defects.
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