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Abstract—Operating at reduced voltage is an effective technique for improving the energy efficiency of computing. However, the approach is constrained by its exacerbated sensitivity to Process, Voltage, and Temperature (PVT) variations, which under throughput constraints challenges finding the energy minimizing voltage-frequency operating point. Commonly utilized design approaches for adaptive voltage scaling are based on timing slack measurement or speculation techniques that require adding extra hardware, e.g., Error Detection Sequence (EDS) circuits, that substantially increase the design complexity, and are not applicable for already fabricated designs.

In this paper, instead of circuit-level techniques, a low-cost algorithmic error detection method is proposed as the enabler for reduced voltage operation of Fast Fourier Transform (FFT) accelerators. Without requiring neither gate-level nor circuit-level modifications, the method works based on an intrinsic property of the Fourier transform, i.e., Parseval’s identity. The method is demonstrated on a System-on-Chip (SoC) that integrates a Field-Programmable Gate Array (FPGA) made to operate at reduced voltages. The fault detection capability is profiled using the demonstration test bench, implemented both as software and as hardware. In the experiments, a ≥43% reduction in power consumption was achieved without sacrificing the throughput and reliability. The overheads of the proposed fault detection approach scale sub-linearly with respect to FFT size and are ≤10% for 1024-point FFT.

Index Terms—Low power, Near threshold, FFT processor.

I. INTRODUCTION

ENERGY efficiency optimization is driving the trend toward accelerator-rich System-on-Chip architectures. In such schemes, dedicated hardware accelerators are employed to execute the most costly algorithms, including various transforms, neural network inference, matrix multiplication and decomposition [1], [2].

Fast Fourier Transform (FFT) is a fundamental operation in many signal processing applications ranging from wireless telecommunications to image processing [3], [2]. For example, Orthogonal Frequency-Division Multiplexing (OFDM) schemes in telecommunication systems rely on FFT for modulation and demodulation [2]. Similarly, FFTs are employed in accelerating large convolutional operations in Deep Neural Network (DNN) models [1]. This popularity, performance, and energy efficiency motivates designers to include FFT hardware accelerators in SoCs [3].

Since the introduction of the FFT algorithm in 1965 [5] numerous FFT methods have been proposed with focus on software and hardware implementations [3]. In this letter, the aim is to improve the energy efficiency of FFT hardware through operating at reduced voltages. The proposed approach does not necessitate circuit-level modifications, making it usable in existing accelerator-rich SoCs with multiple controllable voltage domains.

Reducing the supply voltage of FFT processors is a straightforward solution to reduce energy consumption. Due to the quadratic dependence of dynamic energy and linear dependence of static energy on voltage in digital circuits, even minor voltage reductions can result in substantial energy savings. Despite this, to reduce testing and characterization costs, manufacturers add surplus margin voltages [6] to the minimum operable voltage of their chips. This is to ensure that all delivered chips fulfill the stated performance specifications in the given range of environmental conditions [6], [7]. The increased power dissipation due to those margins can be as high as 30% according to studies on commercial platforms [6]. Furthermore, reducing the supply voltage of digital circuits down to near- and sub-threshold voltage levels promises a multifold improvement in efficiency [8], as depicted in Fig. 1.

Nonetheless, when a circuit is overclocked or the supply voltage is reduced, the probability of timing errors increases. This is due to Process, Voltage, and Temperature (PVT) variations, which make static timing analysis difficult [7].

To enable reduced voltage operation, multiple techniques have been proposed to monitor faults in computations during the voltage adjustment. Most of the proposed circuit-level techniques for mitigation of PVT variations at reduced voltages are complex and demand significant effort in the design and verification stages [9]. Those are not applicable for either commodity processors or commercial IP blocks. In contrast, in the current contribution a low-overhead approach to enable safe voltage reduction (or overclocking) of FFT processors is employed. It can even be implemented in software.
II. FAULT DETECTION TECHNIQUES

At reduced voltages, fault detection mechanisms can be employed in finding the optimum operating point. That is the lowest voltage with the highest clock frequency that provides the correct results.

The well-known Error Correction Codes (ECC) are extensively used for detecting errors in data in telecommunication and storage applications and have been successfully leveraged for voltage scaling of memories and caches [10]. However, ECCs can’t be utilized for detecting errors in computing.

In the following, a brief review of existing techniques for optimizing the operating voltage of computing blocks is given.

A. Hardware Based Schemes

Hardware based schemes consist of circuit-level augmentations or modifications. These are included at design time to estimate the timing slack or to detect timing errors in situ [11].

The simplest set of approaches for monitoring the timing errors are slack estimation methods. Those work by adding logic delay chains that mimic the longest delay paths of the original design. As a “canary in cage” they are supposed to generate errors before the main delay path does when the voltage is being reduced. Hence, the mimicking circuits provide guidance for optimal tuning of the operating voltage. Unfortunately, local temperature and process variations, circuit aging, and cross-coupled noise, impose a strong trade-off on energy conservation and reliability in this approach [7].

Similarly, offline calibration approaches [12] determine the minimum voltage margin of a given device by intermittent offline measurements and update a calibration table. Though commercially adopted, this approach has limited energy efficiency contribution as the offline calibration is susceptible to variable operating environment and circuit aging [13].

Instead of emulating the longest delay paths, the timing errors can be detected within the delay path, in situ, by using Timing Error Detection (TED) systems. These schemes are based on Error Detection Sequence (EDS) circuits in which a secondary register, along with the primary one, sample output of the combinational logic path within a pipeline stage. The secondary register samples with a slightly delayed clock [14]. A difference in the outputs between the primary and the secondary registers reveals late arrival signal and hence a timing error. Wang et. al. [15], utilized a TED system in their FFT to achieve near-threshold voltage operation. The outcome is better energy efficiency for any given design without architectural or circuit-level modifications to the FFT network.

In this letter, we propose to employ a simple yet effective error detection solution specific to the Fourier transform for enabling reliable low-voltage operation of FFT hardware. An inherent property of Fourier transform is utilized for the detection of computing faults by leveraging the technique proposed in [3] into low-voltage operation. The outcome is better energy efficiency contribution as the offline calibration is susceptible to variable operating environment and circuit aging [13].

III. PROPOSED SOLUTION FOR FFT METHODS

As the guiding indicator to find the optimum operating points through computing fault detection we propose exploiting Parseval’s identity. It is an intrinsic property of Fourier transform.

Using this approach, fault detection can take place on-the-fly by observing the inputs and outputs without modification of the FFT accelerator itself. This is important when considering the design cost and time, and allows using the approach with off-the-shelf IP cores or FFT accelerators in existing SoCs.

A. Discrete Fourier Transform

The DFT of an $N$-point sequence $x(n)$, is defined as,

$$X(k) = \sum_{n=0}^{N-1} x(n)W_N^{nk} \quad k = 0, 1, \cdots, N - 1$$  \hspace{1cm} (1)

where $W_N = e^{-j(2\pi/N)}$.

The computational complexity of the above formulation is $O(N^2)$. FFT algorithms optimize the complexity of the DFT down to $O(N \log N)$. The DFT can be computed with any FFT algorithm and format [3].
Earlier in [3] Parseval’s identity was proposed as a lightweight error detection approach in the FFT network. In our case, Parseval’s identity is used to enable reduced voltage operation. It states that the sum of the squares of an input vector is equal to the weighted sum of the squares of its DFT as described by Eq. 2. Comparison of the numerical results from the left and right gives a fault detection approach that is somewhat similar to the checksum based error detection in the matrix operations of Huang and Abraham [20].

\[
\sum_{k=0}^{N-1} |x[n]|^2 = \frac{1}{N} \sum_{k=0}^{N-1} |X[k]|^2 \tag{2}
\]

The approach is depicted in Fig. 2. The FFT core computes the discrete Fourier transform. Meanwhile, as data enters and exits the accelerator, the energies of the inputs and the respective outputs are calculated and compared either in hardware or by software to check whether Parseval’s identity holds. The host adjusts the operating voltage of the accelerator based on the observed errors.

B. Error Coverage

Without sufficient error detection capability, the reliability of the results obtained at reduced voltages could be compromised. In particular, the risk is the undetected faults [20].

The error detection performance of Parseval’s identity based method strongly depends on the bit-width of the implemented FFT. The relation has been analyzed in [3] where the lower bound of fault coverage for 16-bit FFT is shown to be higher than 99.6%. For 32-bit FFT the coverage is close to 100% [3].

C. Overheads

The computational overhead translate into energy consumption overhead. Assuming a complex input vector size of \( N \), extra \( 2N \) multiplications and \( 2N - 1 \) summations are needed for calculating the sum of squares for input and output sequences of the FFT. This results in an overhead complexity ratio of \( O(1/\log_2(N)) \) as analyzed in [3]. The overhead decline more moderately with respect to \( N \) when compared to the ratio \( O(1/N) \) of Huang and Abraham’s ABFT method for matrix multiplication [20]. However, the rate of reduction is fast enough to render the overhead negligible for large FFTs.

IV. EXPERIMENTATION AND RESULTS

To investigate the efficiency of the proposed solution, a Xilinx Zynq SoC (part number XC7Z020-CLG484-1) with onboard voltage adjustment capability was utilized. An FFT processor was implemented on the Programmable Logic (PL) side of the SoC. Firmware was written for an ARM Cortex core on the Processing Subsystem (PS) side that employs the PL side as an FFT accelerator with a clock frequency of 50 MHz. It should be noted that near-threshold operation experimentation on this platform is not feasible at voltages below \( \approx 0.54 \) V due to crashing, regardless of clock frequency.

The setup is depicted in Fig. 3. The voltage of the PL was gradually reduced by controlling the on-board UCD7242 voltage regulators through Power Management BUS (PMBUS) commands transmitted via \( I^2C \) bus from the PC. The voltage rails on the PL side of the SoC, i.e., VCCINT, VCCBRAM, and VCC AUX were aggressively scaled. In an application system, the processor that performs error checking could control the voltages.

A. Power savings

The energy savings depend on the overhead of the error checking scheme and its implementation. Figure 4 shows the power consumption of the PL, and the actual and detected error rates while the voltage is reduced. All three voltage rails were separately down-scaled until the point-of-first-failure (PoFF) was observed. As is seen in Fig. 4, there is a significant voltage margin, that accounts for about half of the power consumption within the FPGA. The margin is safely removed by feedback received from the error detection approach, saving \( \approx 43\% \) of power, overall.

![Fig. 3. Experimental setup using a Zynq SoC [21].](image)

![Fig. 4. Power consumption, overhead, and error detection of the approach.](image)

The overhead when checking every FFT result for errors is depicted in Fig. 4. As shown in Fig. 2 error checking can be implemented either in hardware or/and software.

In the case of hardware based error checking of a 1024-point FFT, the signal energy computing blocks add \( \approx 12 \) mW at the nominal voltage. The summary of the resource utilization is given in Table I. If error checking is fully implemented in software and is performed for every FFT result, it takes \( \approx 8\% \) of total cycles amounting to \( \approx 31 \) mW of PS power.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>The resource utilization estimates for a 1024-point design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power (mW)</td>
<td>LUT</td>
</tr>
<tr>
<td>FFT core</td>
<td>145</td>
</tr>
<tr>
<td>Error check</td>
<td>12</td>
</tr>
</tbody>
</table>
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TABLE II
COMPARISON WITH OTHER WORKS

<table>
<thead>
<tr>
<th>Ref</th>
<th>Application</th>
<th>Online Integration</th>
<th>Overheads</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>[12]</td>
<td>General</td>
<td>No</td>
<td>HW/Pre.</td>
<td>&gt;100%</td>
</tr>
<tr>
<td>[14]</td>
<td>General</td>
<td>Yes</td>
<td>HW/Pre.</td>
<td>1.6%</td>
</tr>
<tr>
<td>[13]</td>
<td>General</td>
<td>Yes</td>
<td>HW/Pre.</td>
<td>0.4%-1.5%</td>
</tr>
<tr>
<td>LoFFT</td>
<td>FFT</td>
<td>Yes</td>
<td>SW/Post.</td>
<td>&lt;8%</td>
</tr>
</tbody>
</table>

requires disruptive re-calibration
b for 1024-point FFT
c for bit-widths > 16 bits [3].

B. Error detection
In Fig. 4 the poFF is flagged by the error detection approach, and all errors are reported when the voltage is further reduced. Due to the low undetected error rate in experimentation, error detection was also investigated numerically in a MATLAB model similar to [3]. The simulation model adopted from [17] was utilized. In simulations the errors were injected as random uniform noise into a random set of frequency bins [3]. The fault alarm is triggered when the error is larger than the error threshold, \( \eta \), complying with [3]. The approach detects errors as low as \( \eta = 2^{-16} \) with accuracy very close to 100% as previously shown by [3], thus we do not include the data.

C. Comparison and Discussion
Table II presents a comparison of the proposed approach with the state-of-the-art. To the best knowledge of the authors, this is the first work on software based error-detection to enable FFT hardware to operate at reduced voltages. Moreover, online error detection supports adaptation to temperature dependencies, unlike the offline approaches [12]. The proposed approach can be used even when the Soc has been fabricated, provided that the FFT accelerator resides within an independent voltage domain.

Implementing the proposed approach in hardware enables buying energy efficiency with moderately increased die real estate. Even then the approach is simple and straightforward to implement in comparison to the previous low-voltage approaches, e.g., [9], [14], [12] that require substantial circuit-level modifications or cell characterization.

A simple alternative is to decimate the input and compare it against the DC component of the DFT [19]. Unfortunately, that approach can’t detect errors in the multiplication circuitry of the FFT network and suffers from low error coverage [19]. The ABFT approach for matrix operations [20] would be inefficient as it requires performing DFT through matrix-vector multiplication, resulting in the complexity of \( O(N^2) \) [19].

V. SUMMARY
The current contribution demonstrates the efficacy of a straightforward fault detection technique based on Parseval’s identity for enabling the low-voltage operation of FFT processors. The approach was demonstrated on an FPGA SoC with aggressive voltage down-scaling regimes, without requiring modifications to either the FFT processor, i.e., the netlist, the HDL code, or the FFT algorithm. The demonstrated energy efficiency gain at reduced voltage was \( \approx 43\% \).
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