Beamforming Design for Wireless Coded Caching with Different Cache Sizes
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Abstract—This paper studies the performance of wireless coded caching over multiple-input and single-output (MISO) channels in a finite signal-to-noise power ratio (SNR) region when every user has a different cache memory size. We first propose multicast beamforming for the network with the conventional coded caching based on quadratic transform (QT) and then point out the non-optimality of the caching scheme when the spatial degree of freedom (DoF) is exploited. We hence formulate a new optimization problem to enhance the caching gain by minimizing the difference between the generated codewords. Numerical results confirm the non-optimality of the conventional coded caching in terms of the average transmission rate and the improvement of our proposed caching.
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I. INTRODUCTION

Recently, coded caching has been proposed as an enabler to mitigate peak-time traffic and pre-transmit it during the off-peak time, using local memory resources distributed in the network [1]. Similar to classic local caching scheme, coded caching operation is also composed of two phases. The first phase, named placement phase, is performed during the off-peak time, when the base station sends fractions of the data to users’ cache memories. The second phase, named delivery phase, is performed during the peak time, when the base station sends the remainder of the data according to users’ requests. However, unlike the classic local caching, coded caching jointly designs both placement and delivery phases to enable an additional global caching gain while also making the load on the shared-link independent of the user requests [1].

The seminal paper [1] focused only on the caching for a multi-user network over the error-free shared link with equal cache sizes. Coded caching for the error-free network with cache-size heterogeneity was later discussed in [2], [3], which minimized the sum of the codeword sizes in the delivery phase. The fundamental limits of the coded caching with cache-size heterogeneity and asymmetric link qualities for two user networks have been investigated in [4]. Also, multi-antenna coded caching for networks with two different cache sizes has been discussed in [5]. While these papers focused on the performances in the infinite signal-to-noise power ratio (SNR) region, beamforming design for the multi-user multiple-input single-output (MISO) channels with coded caching in the finite SNR region was studied in [6], where every user was assumed to have the same-sized cache memory, and multi-group multicast beamforming was proposed to maximize the minimum user rate while exploiting the combined benefit from the spatial multiplexing and global caching gains. However, the performance of multi-antenna coded caching with cache-size heterogeneity in the finite SNR region has not been discussed yet.

This paper studies the designs of beamforming and coded caching for multi-user MISO channels with cache-size heterogeneity in the finite SNR region. We apply the caching scheme proposed in [3] and consider the design of multi-group multicast beamforming for the heterogeneous network, using quadratic transform (QT) [7]. We further formulate a new optimization problem for the placement phase to minimize the difference of the codeword sizes in the delivery phase. Numerical results reveal that the conventional caching scheme is not optimal for MISO channels with multicast beamforming and confirm the improvement of our proposed caching. Moreover, the results show the existence of a better coded caching approach for the heterogeneous wireless networks.

Notation

In this paper, we use ⊕ to denote the bit-wise exclusive OR operator, and ∪ to represent the bit-wise concatenation operation. Similarly, ∪ denotes bit-wise concatenation of three or more binary sequences. For two binary sequences $W^1$ and $W^2$, $W^1 \setminus W^2$ represents removing the common elements of two sequences from $W^1$. For sets $A$ and $B$, $|A|$ represents the cardinality of $A$, $A \subset B$ means that $A$ is one of the subsets of $B$, and $A \setminus B$ means the set difference. The empty set is represented by $\emptyset$, and $\subseteq A$ means all subsets of $A$ except for $\emptyset$. We denote the set of natural numbers from 1 to $K$, namely $\{1, 2, \cdots, K\}$, as $[K]$. $\mathbb{R}^+$ represents the set of positive real numbers. For a real number $y$, $\lfloor y \rfloor$ denotes the floor function of $y$ and for a complex number $x$, $|x|$ represents the absolute value of $x$.

II. SYSTEM MODEL

We assume a multi-user MISO downlink channel with an $L$-antenna transmitter (Tx) and $K$ single-antenna receivers (Rx).
Then, the relationship between the cache size vector $W$ and $M$, each with size $N$, as shown in Figure 1. Tx has access to a library of $N$ files, each with size $f$ bits. The $n$-th file, $n \in [N]$, is labeled as $W^n \in \{0,1\}^f$, and the $k$-th receiver, $k \in [K]$, is labeled as Rx$_k$. The receiver Rx$_k$ has a cache memory of size $M_k f$ bits, where $M_k \in [0, N]$. The cache size vector $M$ is defined as $M = [M_1 f, M_2 f, \ldots, M_K f]$.

In the placement phase, every file is split into $2^K$ subfiles of arbitrary sizes denoted by $W_{S_s}$, where $s \in [2^K]$ denotes combination indexes of $K$ Rxs, and $S_s \subseteq [K]$ indicates the corresponding Rx indexes. More concretely, the subfile with label $S_s$, namely $W_{S_s}$, will be stored at Rx$_k$’s cache memory where $k \in S_s$. Let $a_{S_s} \in [0,1]$ be allocation variables such that the size of the subfile $W_{S_s}$ is $[a_{S_s} f]$ bits. Moreover, let us define the allocation vector as $a \in [0,1]^{2^K} = [a_{S_0}, a_{S_1}, \ldots, a_{S_{2^K}}]$. Then, the relationship between the cache size vector $M$ and the total amount of the subfiles in each receiver’s cache memory can be formulated as

$$\Omega(M) = \left\{ a \in [0,1]^{2^K} : \sum_{S_s \subseteq [K]} a_{S_s} = 1, \sum_{S_s \subseteq [K]} a_{S_s} f \leq M_k f, \forall k \in [K] \right\}.$$ 

The placement phase is performed during the off-peak time without any error.

In the subsequent delivery phase, every receiver Rx$_k$ reveals its requested file $W^{d_k}$, where $d_k \in [N]$ represents the file index. Then, Tx generates and transmits a set of codewords according to the requested file index and the contents cached in every Rx. The set of codewords consists of unicast and multicast ones. For efficient transmission, we first focus on multicast codewords intended to transmit data to two or more receivers. Each multicast codeword consists of multiple subfiles. However, some subfiles are further split into split-subfiles (i.e., smaller parts) as needed to avoid redundant transmissions. Therefore, the multicast codeword for Rx$_k$ ($k \in S_s$) can be obtained by

$$X_{S_s}(k) = \bigoplus_{k \in S_s} W^{d_k} = \bigoplus_{k \in S_s} \left( \bigcup_{S' \subseteq B_{S_s}^{S'} k} W^{d_{S'}} \right),$$

where

$$B_{S_s}^{S'} = \{ S' \subseteq [K] : S_s \setminus [k] \subseteq S', S_s \cap S' \neq \emptyset \}.$$ 

After generating the codewords, the Tx modulates each codeword $X_{S_s}$ to a complex symbol $X_{S_s} \in \mathbb{C}$. Without loss of generality, each symbol follows an independent and identically distributed (i.i.d) circularly symmetric complex Gaussian distribution. Then, multicast symbols (including the broadcast symbol) are transmitted simultaneously over MISO channels using appropriate beamforming vectors. At the time slot $t$, the signal received by Rx$_k$ ($k \in S_s$) can be written as

$$y_k(t) = \sum_{S_s \subseteq [K] : 2 \leq |S_s| \leq K} h_k^{H}(t) W_{S_s}(t) X_{S_s} + n_k(t),$$

where $h_k^{H}(t) \in \mathbb{C}^{L \times 1}$ is the channel vector between the Tx and Rx$_k$ at the time slot $t$. We assume that the channel is the quasi-statistic frequency non-selective Rayleigh fading channel, and each element of the channel vector $h_k(t)$ follows the i.i.d complex Gaussian distribution. Also, $W_{S_s}(t) \in \mathbb{C}^{L \times 1}$ is the beamforming vector dedicated to Rx$_k$ ($k \in S_s$) at time slot $t$, and $n_k(t) \sim \mathcal{CN}(0, \sigma^2)$ represents the additive white Gaussian noise (AWGN).

The transmission of multicast and broadcast codewords, each unicast codeword is sent to the Rx in subsequent time slots, following a time-division manner. In this paper, we define the transmission power in each time slot as $P$, and the SNR as $\text{SNR} = P/\sigma^2$.

### III. CONVENTIONAL CACHING SCHEME

Based on the model described above, this section briefly describes conventional coded caching for the heterogeneous network as proposed in [3]. Note that this conventional approach is designed to minimize the total codeword size transmitted in the delivery phase, whereas multicast and broadcast symbols would be transmitted simultaneously via beamforming in our system model as described in the previous section.

There are three constraints on codewords’ sizes $v_{S_s}$ and split-subfile sizes $u_{S'j}^{S_s}$ to guarantee the decodability. The first constraint can be written as

$$\sum_{S_s \subseteq [K] : 2 \leq |S_s| \leq K} v_{S_s} \geq 1 - \sum_{S_s \subseteq [K] : 2 \leq |S_s| \leq K} a_{S_s}, \forall k \in [K].$$
and represents that Tx must send all the subfiles that are not stored in the cache memory. The second constraint can be written as

$$\sum_{S' \in \mathcal{B}_k^S} u_{S'}^S = v_{S'}, \forall S', \forall k \in S,$$

and denotes that the total size of split-subfiles $W^{d_k}_S$ that are components of the codeword $X_S$ must be equal to the size of $X_S$. Finally, the third constraint can be written as

$$\sum_{S' \in \mathcal{B}_k^S} u_{S'}^S \leq a_{S'}, \forall k \notin S,$$

$$\forall S' \in \left\{ S \subset [K] : 2 \leq |S| \leq K - 1 \right\},$$

and means avoiding redundant transmissions. For a given allocation vector $a$, the function of the delivery phase can be written as

$$\mathcal{D}(a) = \left\{ (v, u) \mid \sum_{S, s \subset [K]} v_{S, s} \geq 1 - \sum_{S, s \subset [K]} a_{S, s}, \forall k \in [K], \right\}$$

$$\sum_{S' \in \mathcal{B}_k^S} v_{S'}^S = u_{S'}, \forall S \subseteq \emptyset, \forall k \in S,$$

$$\sum_{S, s \subset [K]} v_{S, s} \leq a_{S, s}, \forall k \notin S,$$

$$\forall S' \in \left\{ S \subset [K] : 2 \leq |S| \leq K - 1 \right\},$$

$$0 \leq u_{S'}^S \leq a_{S'}, \forall S \subseteq \emptyset, \forall k \in S, \forall S' \in \bigcup_{k \in S} \mathcal{B}_k^S\right\},$$

where the vector $v$ includes codeword size values $v_{S'}$, and the vector $u$ contains split-subfile size elements $u_{S'}^S$. In [3], the optimization problem for maximizing the caching gain is formulated as

$$\text{minimize} \sum_{S, \forall k \in S} v_{S, k},$$

subject to $a \in \Delta(M)$ and $(u, v) \in \mathcal{D}(a)$.

The optimized allocation variables and codewords are then obtained via a linear programming problem.

IV. Beamforming for the MISO Setup

In this section, we propose our multicast beamformer design for MISO transmissions, assuming that the conventional coded caching scheme for the heterogeneous setup in [3] is applied. As clear from the optimization problem in (9), the sizes of the generated codewords could be different, whereas the transmission for all the Rxs has to be done simultaneously. This leads to the symmetric rate design (i.e., maximizing the minimum rate) for the beamformers. Note that conventional works assuming identical cache sizes are also based on the symmetric rate design [6], [8]. However, in our approach, we have to consider the difference of the generated codeword sizes besides the effect of the channel differences among Rxs.

For simplicity of explanation and without loss of generality, we consider a specific network model as Scenario 1: $(L, N, K) = (2, 3, 3)$ and $M = [1.2f, 1.5f, 2.1f]$. In this scenario, the required file indices are assumed to be $[d_1, d_2, d_3] = [1, 2, 3]$. Also, we define three subsets of Rxs' indices as $S_1 \triangleq \{1, 2\}$, $S_2 \triangleq \{1, 3\}$, and $S_3 \triangleq \{2, 3\}$.

Solving (9) results in the following three codewords:

$$X_{S_1} = \left( W_{1}^{2} \cup W_{2}^{1,3} \right) \oplus \left( W_{1}^{1} \cup W_{2}^{2} \right),$$

$$X_{S_2} = W_{3}^{2} \oplus \left( W_{1}^{3} \cup W_{2}^{1,3} \right),$$

$$X_{S_3} = W_{3}^{3} \oplus W_{2}^{1,3},$$

where $W_{1}^{1,3}$ and $W_{2}^{1,3}$ are split-subfiles of the subfile $W_{1}^{2,3}$. The sizes of $X_{S_1}, X_{S_2},$ and $X_{S_3}$ are $2f/5$, $f/5$, and $f/10$ bits, respectively. Also, the total transmission size is $7f/10$ bits.

Let us use $\tilde{X}_{S_1}, \tilde{X}_{S_2},$ and $\tilde{X}_{S_3}$ to denote the transmission symbols corresponding to $X_{S_1}, X_{S_2},$ and $X_{S_3}$. These symbols are transmitted via multicast beamforming exploiting spatial degree-of-freedom (DoF). In the following, we omit the time index for the brevity of notation. Moreover, we focus on the received signal at Rx1. From (10), the symbol $\tilde{X}_{S_1}$ does not include Rx1's required subfiles, and thus appears as an interference term. Hence, the received signal-to-interference-plus-noise power ratio (SINR) values at Rx1 corresponding to the symbols $\tilde{X}_{S_1}$ and $\tilde{X}_{S_2}$ can be written as:

$$\gamma_{S_1}^{(1)}(w_{S_1}, w_{S_3}) = \frac{|h_{w_{S_1}}|^2}{\left| |h_{w_{S_3}}|^2 + \sigma^2 \right|},$$

$$\gamma_{S_2}^{(1)}(w_{S_2}, w_{S_3}) = \frac{|h_{w_{S_2}}|^2}{\left| |h_{w_{S_3}}|^2 + \sigma^2 \right|},$$

respectively. From (4), the channel to each Rx is a Gaussian multiple access channel, and hence, the corresponding rates to these SINR values would be

$$R_{S_1}^{(1)}(w_{S_1}, w_{S_3}) = \log_2 \left( 1 + \gamma_{S_1}^{(1)}(w_{S_1}, w_{S_3}) \right),$$

$$R_{S_2}^{(1)}(w_{S_2}, w_{S_3}) = \log_2 \left( 1 + \gamma_{S_2}^{(1)}(w_{S_2}, w_{S_3}) \right),$$

$$R_{\text{sim}}^{(1)}(w_{S_1}, w_{S_2}, w_{S_3}) = \log_2 \left( 1 + \gamma_{S_3}^{(1)}(w_{S_1}, w_{S_2}) \right).$$

Now, as $X_{S_1}$ and $X_{S_2}$ should be decoded simultaneously, the achievable rate at Rx1 would be the minimum value of the rates in (12a) – (12c). In other words

$$R_{\text{1}}^{(1)}(w_{S_1}, w_{S_2}, w_{S_3}) \equiv \min \left\{ R_{S_1}^{(1)}(w_{S_1}, w_{S_3}), \right\}$$

$$R_{S_2}^{(1)}(w_{S_2}, w_{S_3}), R_{\text{sim}}^{(1)}(w_{S_1}, w_{S_2}, w_{S_3})\right\}.$$

In order to calculate the transmission time, as the total size of the codewords for Rx1 is $0.6f$ bits, its required transmission time, denoted by $T_{\text{1}}^{(1)}(w_{S_1}, w_{S_2}, w_{S_3})$, is given by (cf. [6]):

$$T_{\text{1}}^{(1)}(w_{S_1}, w_{S_2}, w_{S_3}) = 0.6f / R_{\text{1}}^{(1)}(w_{S_1}, w_{S_2}, w_{S_3}),$$

and the transmission times for Rx2 and Rx3, denoted by $T_{\text{2}}^{(1)}(w_{S_1}, w_{S_2}, w_{S_3})$ and $T_{\text{3}}^{(1)}(w_{S_1}, w_{S_2}, w_{S_3})$, could be calculated similarly. Since the transmissions for all the Rxs should be done simultaneously, the resulting downlink transmission time to decode all the required files, denoted by $T(w_{S_1}, w_{S_2}, w_{S_3})$, is given by

$$T(w_{S_1}, w_{S_2}, w_{S_3}) = \max\left\{ T_{\text{1}}^{(1)}(w_{S_1}, w_{S_2}, w_{S_3}) , \right\}.$$
Finally, as the total required file size for every Rx is $f$ bits, the total symmetric rate can be calculated as
\[ R(w_{S_1}, w_{S_2}, w_{S_3}) \triangleq f / T(w_{S_1}, w_{S_2}, w_{S_3}). \] (16)
As clear from (12) to (16), this symmetric rate depends not only on the channel coefficients given in the delivery phase but also the codeword sizes pre-defined in the placement phase.

As discussed in [6], an appropriate approach for finding optimized beamformers is to first rewrite the optimization problem in the epigraph form. Using an auxiliary variable $\tau$ as the inverse of the transmission time, this can be done as
\[
\begin{align}
\text{maximize} \quad & \tau \\
\text{subject to} \quad & \|w_{S_1}\|^2 + \|w_{S_2}\|^2 + \|w_{S_3}\|^2 \leq P, \\
& \tau \leq R^{(1)}(w_{S_1}, w_{S_2}), \quad \tau \leq R^{(2)}(w_{S_1}, w_{S_2}), \quad \tau \leq R^{(3)}(w_{S_1}, w_{S_2}) \frac{0.6f}{0.6f}, \\
& \tau \leq R^{(1)}(w_{S_1}, w_{S_2}), \quad \tau \leq R^{(2)}(w_{S_1}, w_{S_2}), \quad \tau \leq R^{(3)}(w_{S_1}, w_{S_2}) \frac{0.5f}{0.5f}, \\
& \tau \leq R^{(1)}(w_{S_1}, w_{S_2}), \quad \tau \leq R^{(2)}(w_{S_1}, w_{S_2}), \quad \tau \leq R^{(3)}(w_{S_1}, w_{S_2}) \frac{0.3f}{0.3f}, \\
& \tau \leq R^{(1)}(w_{S_1}, w_{S_2}), \quad \tau \leq R^{(2)}(w_{S_1}, w_{S_2}), \quad \tau \leq R^{(3)}(w_{S_1}, w_{S_2}) \frac{0.2f}{0.2f}.
\end{align}
\] (17a)

Obviously, the SINR functions are non-convex, and hence, it is difficult to solve this optimization problem efficiently. We thus apply the QT [7], [9] to reformulate the non-convex optimization problem as a convex one.

Focusing on $R^{(1)}(w_{S_1}, w_{S_2})$, the SINR after applying QT can be written as below with auxiliary variable $y^{(1)}_{S_1}$:
\[
G^{(1)}_{QT}(w_{S_1}, w_{S_2}) \triangleq \left\{ h^H_{S_1} w_{S_1} \right\}^2 / \left\{ \left| h^H_{S_1} w_{S_1} \right|^2 + \sigma^2 \right\} \\
= 2y^{(1)}_{S_1} \sqrt{h^H_{S_1} w_{S_1}^2} - \left( y^{(1)}_{S_1} \right)^2 \left( h^H_{S_1} w_{S_1}^2 + \sigma^2 \right), \] (18)
where the auxiliary variable $y^{(1)}_{S_1}$ is built using approximate fixed beamforming vectors $w_{S_1}$ and $w_{S_2}$, as follows
\[
y^{(1)}_{S_1} = \sqrt{\left| h^H_{S_1} w_{S_1} \right|^2 / \left( h^H_{S_1} w_{S_1}^2 + \sigma^2 \right)}. \] (19)

Applying QT, the resulting rate is given by
\[
R^{(1)}_{QT}(w_{S_1}, w_{S_2}) = 2 \log_2 \left( 1 + G^{(1)}_{QT}(w_{S_1}, w_{S_2}) \right). \] (20)

Using the same procedure, the resulting convex optimization problem is
\[
\begin{align}
\text{maximize} \quad & \tau \\
\text{subject to} \quad & \|w_{S_1}\|^2 + \|w_{S_2}\|^2 + \|w_{S_3}\|^2 \leq P,
\end{align}
\] (21a)

\[
\begin{align}
& \tau \leq R^{(1)}_{QT}(w_{S_1}, w_{S_2}) \frac{0.6f}{0.6f}, \\
& \tau \leq R^{(2)}_{QT}(w_{S_1}, w_{S_2}) \frac{0.6f}{0.6f}, \\
& \tau \leq R^{(3)}_{QT}(w_{S_1}, w_{S_2}) \frac{0.6f}{0.6f}.
\end{align}
\] (21b)

\begin{algorithm}[H]
\caption{Proposed Beamforming Design}
\label{alg:beamforming}
\begin{algorithmic}[1]
\REQUIRE $w_{S_1}, w_{S_2}, w_{S_3}$ : Initial values of beamforming vectors.
\REQUIRE $\tau$ : The objective value in (17).
\REQUIRE $\text{itr} = 1$ : The index of the number of iteration.
\REQUIRE $\text{itr}_{\text{max}} \in \mathbb{N}$ : The number of maximum iteration.
\FOR{$\text{itr} = 1$ \TO $\text{itr}_{\text{max}}$}
\STATE Update the auxiliary variables given by (19).
\STATE Update the beamforming vectors given by (21).
\ENDFOR
\RETURN $w_{S_1}, w_{S_2}, w_{S_3}$
\end{algorithmic}
\end{algorithm}

By repeating the update of the auxiliary variables and solving the optimization problem in (21) iteratively, beamforming vectors are optimized. This process is summarized in Algorithm IV.

V. PROPOSED CACHING SCHEME

In the previous section, we discussed beamformer design for minimizing the total transmission time, considering the difference of channel coefficients and codeword sizes in the delivery phase among Rxs. However, the placement was done using (9), which is not necessarily optimal for MISO setups where it is possible to transmit multiple multicast codewords using the spatial DoF.

In order to consider the possibility of multi-group multicast transmissions, we use a new optimization problem given by
\[
\begin{align}
\text{minimize} \quad & \sum_{s_i \in S} v_{s_i} - \lambda_1 v_{K_i} + \lambda_2 \sum_{s_i \mid s_i \in S} v_{s_i}, \\
\text{subject to} \quad & a \in \mathcal{A}(m) \text{ and } (u, v) \in \mathcal{D}(a),
\end{align}
\] (22a)
where $\lambda_1 \in \mathbb{R}^+$ is a hyperparameter for the broadcast codeword size, and $\lambda_2 \in \mathbb{R}^+$ is another hyperparameter for the total size of unicast codewords. Using these two hyperparameters, the second and the third terms in (22) force generating a broadcast codeword and avoiding unicast codewords, respectively. Generating the broadcast codeword is preferred as it mitigates the size difference in unicast codewords, which require additional time slots and hence deteriorate the performance. The optimization problem (22) is solved via linear programming as in (9).
paper, we optimize these hyperparameters numerically using a brute-force search process.

VI. NUMERICAL RESULTS

This section evaluates our proposed beamforming design and caching. In the following, we assume two scenarios with different total cache sizes: Scenario 1 as described in Section IV, and Scenario 2 with \((L, N, K) = (2, 3, 3)\) and \(M = [1.2f, 1.5f, 1.8f]\). Note that the total cache size of users in Scenario 1 is larger than that of Scenario 2. Also, the codewords generated by the conventional caching scheme for Scenario 2 are three multicast codewords of size \(10f / 30\) bits, \(7f / 30\) bits, and \(4f / 30\) bits, and a broadcast codeword of size \(f / 30\) bits. Moreover, hyperparameters \(\lambda_1\) and \(\lambda_2\) were searched over \(0\) to \(50\), and both are set as \(1\) in the rest of the paper, which achieved the highest average rate.

Table 1 shows codewords obtained by the conventional caching scheme [3] and our proposed caching in Scenario 1, where \(S_4 \equiv [3]\). Note that, in case of Scenario 2, the codewords obtained by the proposed caching are identical to ones resulting from the conventional caching scheme.

Figure 2 shows the average rates for both scenarios. As references, the performances of time division multiple access (TDMA) are also presented, where the beamformer is designed to maximize the worst SNR among Rxs. Furthermore, the performances of TDMA with the original coded caching for equal cache sizes [1] and multi-antenna coded caching for equal cache sizes [6], [8] are presented, where all the cache sizes are set to the minimum one among Rxs. From the figure, when TDMA is used, Scenario 1 with the larger total cache size (blue dashed curve with square markers) shows the higher average rate than Scenario 2 (red dashed curve with circle markers). However, when our proposed multicast beamforming is applied, Scenario 2 (blue dotted curve with square markers) performs better than Scenario 1 (red dotted curve with circle markers) even though Scenario 2 has a smaller total cache size in the network than Scenario 1. Moreover, Scenario 1 with our proposed caching (red solid curve with star markers) is superior to that with the conventional caching. These facts clearly reveal that the conventional caching is not optimal over MISO channels when spatial multiplexing is used, and prove the existence of better caching schemes for MISO channels with heterogeneous cache memories. Note that the performance of Scenario 1 with the proposed caching scheme is still inferior to that of Scenario 2. Hence, one judicious option is to use the caching designed for Scenario 2 even in case of Scenario 1. In general, the optimum caching scheme design for wireless heterogeneous network is still an open problem.

VII. CONCLUSION AND FUTURE WORKS

This paper studied the design of coded caching schemes for multi-user MISO channels with different cache memory sizes. We discussed multicast beamforming design for the considered network setup and proposed a new optimization problem for the placement phase. Numerical results revealed that the conventional caching scheme is not optimal for MISO channels with multicast beamforming and proved the existence of better coded caching approaches for heterogeneous wireless networks. Theoretical design and DoF analysis of this network remain as future work.

ACKNOWLEDGEMENT

This research was supported by the Ministry of Internal Affairs and Communications in Japan (JPJ000254).

REFERENCES