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ABSTRACT

This thesis investigates the power allocation scheme and essential design constraints to be considered in multicarrier systems particularly in the case of orthogonal frequency division multiple access (OFDMA) system in multiuser (MU) scenario. The compatibility between multicarrier system and multiple input multiple output (MIMO) system is exploited in designing the power allocation algorithm for a cellular network with multiusers. The multicarrier MIMO system facilitates dynamic resource allocation due to the decomposition of physical resources into multiple domains. The energy efficiency and interference management are the crucial aspects especially in uplink (UL) transmission. Limiting the power consumption of mobile terminals (MT) in uplink (UL) is inevitable due to the limited amount of available energy. Furthermore, the traditional multicarrier system introduces a dynamic peak power variation with respect to average power causing erroneous circuit behavior. This phenomenon is usually quantified as peak to average power ratio (PAPR). High PAPR drives the high power amplifier (HPA) into non-linear region to result in significant degradation in the system performance in terms of power efficiency. In this thesis an iterative power allocation algorithm is proposed to minimize the sum power and PAPR.

This thesis presents the power allocation strategy such that the PAPR is controlled during the power allocation (minimization) stage in frequency domain. The optimal power allocation is achieved by joint optimization of transmit power and receive beamformers (TX-RX) using convex optimization technique. The original problem is not jointly convex with respect to TX-RX. Therefore an iterative algorithm is proposed to optimize TX and RX alternatingly such that by calculating TX for given fixed set of RX and vice versa until convergence. The statistical approach is adopted to reduce the PAPR by actually minimizing the signal power variance (SPV) due to the fact that the large number of independent and identically distributed complex OFDMA symbols tends to follow Gaussian probability density function characterized by certain mean and variance. The non-convex constraints in the formulation are transformed into convex form using the successive convex approximation (SCA) with required change of variable (COV). The algorithm guarantees to maintain the user-specific quality of service (QoS) defined by the rate constraint.

Hence, equipped with the potentials of future generation technologies and using convex optimization as a tool, this thesis offers a sum power and PAPR minimization scheme for MU SIMO-OFDMA UL transmission.
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LIST OF SYMBOLS AND ABBREVIATIONS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>\cdot</td>
</tr>
<tr>
<td>(A{\cdot})</td>
<td>autocorrelation operator</td>
</tr>
<tr>
<td>(\mu_P)</td>
<td>average signal power</td>
</tr>
<tr>
<td>(b_u)</td>
<td>estimate of baseband symbol vector (b_u) transmitted by user (u) ((N_F \times 1))</td>
</tr>
<tr>
<td>(\hat{b}_{u,k})</td>
<td>estimate of baseband symbol (b_{u,k}) transmitted at the (k^{th}) subcarrier of user (u)</td>
</tr>
<tr>
<td>(b)</td>
<td>complex baseband datastream</td>
</tr>
<tr>
<td>(bdia[\cdot])</td>
<td>block diagonal operator</td>
</tr>
<tr>
<td>(N_F)</td>
<td>number of subcarriers</td>
</tr>
<tr>
<td>(c_{u,k})</td>
<td>data rate achieved at the (k^{th}) subcarrier of user (u)</td>
</tr>
<tr>
<td>(c_u)</td>
<td>data rate achieved by user (u)</td>
</tr>
<tr>
<td>(\lambda_{u,k})</td>
<td>channel frequency response for the (k^{th}) subcarrier of user (u) at receive antenna (r)</td>
</tr>
<tr>
<td>(\Gamma_u)</td>
<td>space frequency channel matrix for the (u^{th}) user across (N_R) receive antennas ((N_R N_F \times N_F))</td>
</tr>
<tr>
<td>(\Gamma)</td>
<td>overall concatenated space frequency channel matrix for all the (N_F) subcarriers of all (U) users across (N_R) receive antennas ((N_R N_F \times U N_F))</td>
</tr>
<tr>
<td>(\Gamma_r)</td>
<td>space frequency diagonal channel matrix for the (u^{th}) user at receive antenna (r) ((N_F \times N_F))</td>
</tr>
<tr>
<td>(\lambda_{u,k})</td>
<td>channel frequency responses at the (k^{th}) subcarrier of user (u) across (N_R) receive antennas ((N_R \times 1))</td>
</tr>
<tr>
<td>(R_H)</td>
<td>chi-squared distribution of a time domain samples of OFDM symbol</td>
</tr>
<tr>
<td>(L)</td>
<td>number of channel taps</td>
</tr>
<tr>
<td>(\chi)</td>
<td>chi-squared distribution of a time domain samples of OFDM symbol</td>
</tr>
<tr>
<td>(h_{r_u;k})</td>
<td>complex time domain fading coefficient for the (k^{th}) subcarrier of user (u) at receive antenna (r)</td>
</tr>
<tr>
<td>(H_u)</td>
<td>space time circulant channel matrix for the (u^{th}) user across (N_R) receive antennas ((N_R N_F \times N_F))</td>
</tr>
<tr>
<td>(H_r)</td>
<td>space time circulant channel matrix for the (u^{th}) user at receive antenna (r) ((N_F \times N_F))</td>
</tr>
<tr>
<td>(h_{r_u;l}^{r_u})</td>
<td>complex time domain fading coefficient with respect to (l^{th}) path of user (u) for receive antenna (r)</td>
</tr>
<tr>
<td>(circ[\cdot])</td>
<td>circulant operator</td>
</tr>
<tr>
<td>(B_c)</td>
<td>coherence bandwidth of channel</td>
</tr>
<tr>
<td>((\cdot)^*)</td>
<td>complex conjugate</td>
</tr>
<tr>
<td>(\mathbb{C})</td>
<td>complex number</td>
</tr>
<tr>
<td>(b(t))</td>
<td>continuous complex baseband signal at time instant (t)</td>
</tr>
<tr>
<td>(h(t))</td>
<td>impulse response function of multipath wireless channel at time instant (t)</td>
</tr>
<tr>
<td>(s(t))</td>
<td>continuous passband transmitted signal at time instant (t)</td>
</tr>
<tr>
<td>(r_b(t))</td>
<td>continuous passband transmitted signal at time instant (t)</td>
</tr>
<tr>
<td>(r(t))</td>
<td>continuous received signal at time instant (t)</td>
</tr>
<tr>
<td>(*)</td>
<td>convolution operator</td>
</tr>
<tr>
<td>(N_{CP})</td>
<td>length of cyclic prefix</td>
</tr>
</tbody>
</table>
$T_d$  delay spread
$\Delta f$  subcarrier frequency spacing
$f_{k,m}$  each element of DFT matrix $F$
$F_{N_R}$  block diagonal matrix consisting of $N_R$ blocks of DFT matrix $F$
$(N_R N_F \times N_R N_F)$
$F$  DFT matrix $(N_F \times N_F)$
$\tilde{n}$  frequency response of additive white gaussian noise across $N_R$ receive antennas $(N_R N_F \times 1)$
$g_{k,m}$  elements of matrix $G$
$G$  matrix representing the matrix multiplication between DFT matrix and power allocation matrix $(N_F \times N_F)$
$\tilde{r}_{u,k}$  received sample of frequency domain OFDM symbol at the $k^{th}$ subcarrier of user $u$ at receive antenna $r$
$\tilde{r}_u$  single user perspective representation of the received frequency domain OFDM symbol vector $\tilde{r}$ $(N_R N_F \times 1)$
$\tilde{r}$  received frequency domain OFDM symbol vector across $N_R$ receive antennas $(N_R N_F \times 1)$
$P_u$  power allocation matrix for $u$ $(N_F \times N_F)$
diag[·]  diagonal operator
$N$  effective length of OFDM after CP insertion
$|| · ||$  Euclidean norm
$\mathbb{E}$  Expectation operator
$(·)^H$  complex conjugate transpose (Hermitian)
$I_N$  identity matrix $(N \times N)$
$P^0_{u,k}$  initial feasible power allocated to the $k^{th}$ subcarrier of user $u$
$\gamma^0_{u,k}$  initial feasible SINR for the $k^{th}$ subcarrier of user $u$
$P$  initial feasible signal power variance
$\otimes$  the Kronecker product
$\alpha_{u,k}$  representation of power ($P_{u,k}$) in logarithmic domain
$t$  representation of signal power variance ($\sigma^2_{P_u}$) in logarithmic domain
$\omega_{u,k}$  linear mmse estimator vector for $k^{th}$ subcarriers of user $u$ across $N_R$ receive antennas $(N_R \times 1)$
$\omega^r_{u,k}$  mmse estimator for $k^{th}$ subcarrier of user $u$ at receive antenna $r$
$\Omega^r_u$  mmse weight diagonal matrix for user $u$ at receive antenna $r$ $(N_F \times N_F)$
$\Omega_u$  mmse weight matrix for user $u$ across $N_R$ receive antennas $(N_{R},N_{F} \times N_{F})$
$\ln(·)$  natural log operator
$P^*_{u,k}$  optimal power achieved for the $k^{th}$ subcarrier of user $u$ at a given iteration
$\hat{P}_{u,k}$  new updated power for the $k^{th}$ subcarrier of user $u$ to be used in next iteration
$\hat{\gamma}^*_{u,k}$  approximated feasible SINR for the $k^{th}$ subcarrier of user $u$ at a given iteration
$\hat{\sigma}^2_{P}$  approximated feasible signal power variance at a given iteration
$\sigma^2_n$  noise power variance
$n$  complex AWGN vector across $N_R$ receive antennas $(N_R N_F \times 1)$
$\mathcal{CN}(\mu, \sigma)$  Circularly symmetric complex normal distribution with mean $\mu$ and variance $\sigma$
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Psi^k$</td>
<td>normalized channel gain matrix for the $k^{th}$ subcarrier</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>normalized carrier frequency offset</td>
</tr>
<tr>
<td>$T_{ofdm}$</td>
<td>OFDM symbol time period</td>
</tr>
<tr>
<td>$\Delta f_o$</td>
<td>carrier frequency offset</td>
</tr>
<tr>
<td>$\mathbf{p}^k$</td>
<td>achievable optimal power vector for $k^{th}$ subcarriers for $U$ users ($U \times 1$)</td>
</tr>
<tr>
<td>$\hat{\gamma}_{u,k}$</td>
<td>new updated SINR for the $k^{th}$ subcarrier of user $u$ to be used in next iteration</td>
</tr>
<tr>
<td>$\hat{t}$</td>
<td>new updated signal power variance to be used in next iteration</td>
</tr>
<tr>
<td>$B$</td>
<td>overall transmission bandwidth</td>
</tr>
<tr>
<td>$\delta_u$</td>
<td>user specific PAPR of OFDM symbol</td>
</tr>
<tr>
<td>$\mathbf{b}_u$</td>
<td>complex baseband parallel data vector of user $u$ ($N_F \times 1$)</td>
</tr>
<tr>
<td>$b_{u,k}$</td>
<td>complex baseband parallel data of user $u$ at the $k^{th}$ subcarrier</td>
</tr>
<tr>
<td>$\tau$</td>
<td>delay associated with the multipath</td>
</tr>
<tr>
<td>$\phi$</td>
<td>phase factor</td>
</tr>
<tr>
<td>$\mathbf{P}$</td>
<td>block diagonal power allocation matrix for $U$ users ($UN_F \times UN_F$)</td>
</tr>
<tr>
<td>$P_{u,k}$</td>
<td>power allocated to bitstream at the $k^{th}$ subcarrier of user $u$</td>
</tr>
<tr>
<td>$\mathbf{p}^k$</td>
<td>power vector for $k^{th}$ subcarriers of $U$ users ($U \times 1$)</td>
</tr>
<tr>
<td>$Pr(\cdot)$</td>
<td>probability</td>
</tr>
<tr>
<td>$R_u$</td>
<td>user specific rate constraint</td>
</tr>
<tr>
<td>$\mathbb{R}$</td>
<td>real number</td>
</tr>
<tr>
<td>$\mathbf{A}_{\tilde{r}}$</td>
<td>autocorrelation matrix of received signal vector $\tilde{r}$ ($N_RN_FN_RN_F$)</td>
</tr>
<tr>
<td>$r_{u,k}$</td>
<td>received sample of time domain OFDM symbol at the $k^{th}$ subcarrier of user $u$ at receive antenna $r$</td>
</tr>
<tr>
<td>$\mathbf{r}_u$</td>
<td>single user perspective representation of the received time domain OFDM symbol vector $\mathbf{r}$ ($N_RN_F \times 1$)</td>
</tr>
<tr>
<td>$\mathbf{r}$</td>
<td>received time domain OFDM symbol vector across $N_R$ receive antennas after CP removal ($N_RN_F \times 1$)</td>
</tr>
<tr>
<td>$N_R$</td>
<td>number of receive antennas</td>
</tr>
<tr>
<td>$\mathbf{A}_{\tilde{r}\mathbf{b}_u}$</td>
<td>cross-correlation matrix between received signal vector $\tilde{r}$ and baseband symbol vector $\mathbf{b}_u$ of the $u^{th}$ user ($N_RN_FN_RN_F$)</td>
</tr>
<tr>
<td>$\mathbf{x}_u$</td>
<td>original complex serial data stream of user $u$</td>
</tr>
<tr>
<td>$\sigma_{r_u}^2$</td>
<td>normalized signal power variance for user $U$</td>
</tr>
<tr>
<td>$\gamma_{u,k}$</td>
<td>SINR of user $u$ at the $k^{th}$ subcarrier</td>
</tr>
<tr>
<td>$\gamma_{\min}$</td>
<td>minimum fixed SINR threshold for each subcarrier</td>
</tr>
<tr>
<td>$\rho(\mathbf{\Psi}^k)$</td>
<td>spectral radius of normalized channel gain matrix for the $k^{th}$ subcarrier</td>
</tr>
<tr>
<td>$T_s$</td>
<td>symbol duration</td>
</tr>
<tr>
<td>$\theta_i$</td>
<td>scalar weight on the $i^{th}$ objective term of optimization problem</td>
</tr>
<tr>
<td>$\mathbf{s}_u$</td>
<td>transmitted OFDM symbol vector of user $u$ ($N_F \times 1$)</td>
</tr>
<tr>
<td>$s_{u,k}$</td>
<td>OFDM modulated time domain sample at the $k^{th}$ subcarrier of user $u$</td>
</tr>
<tr>
<td>$N_T$</td>
<td>number of transmit antennas</td>
</tr>
<tr>
<td>$U$</td>
<td>number of users</td>
</tr>
</tbody>
</table>
BC broadcast channel
BER bit error rate
BS base station
CATV community antenna television
CCDF complementary cumulative distribution function
CDF cumulative distribution function
CFR channel frequency response
CIR channel impulse response
COV change of variables
CP cyclic prefix
CSI channel state information
CSIR channel state information at the receiver
CSIT channel state information at the transmitter
CV coefficient of variation
DAC digital to analog converter
DC difference of convex
dc direct current
DFT discrete fourier transform
DL downlink
DVB digital video broadcasting
E-UTRA Evolved Universal Terrestrial Radio Access
ETSI European Telecommunications Standards Institute
FDE frequency domain equalization
FDM frequency division multiplexing
FFT fast fourier transform
HPA high power amplifier
i.i.d independent, identically distributed
ICI intercarrier interference
IDFT inverse discrete fourier transform
IEEE Institute of Electrical and Electronics Engineers
IMD intermodulation distortion
IQ in-phase and quadrature
ISI intersymbol interference
LHS left hand side
LMMSE linear minimum mean square error
LMSC LAN/MAN Standard Committee
LTE Long Term Evolution
MAC multiple access channel
MCM multicarrier modulation
MIMO multiple input multiple output
MISO multiple input single output
MMSE minimum mean square error
MMSE-FDE minimum mean square error equalizer in frequency domain
MOP multi-objective programming
MRC maximal ratio combinig
MRT maximal ratio transmission
MSE mean square error
MT mobile terminal
MU multiuser
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>OFDM</td>
<td>orthogonal frequency division multiplexing</td>
</tr>
<tr>
<td>OFDMA</td>
<td>orthogonal frequency division multiple access</td>
</tr>
<tr>
<td>PA</td>
<td>power amplifier</td>
</tr>
<tr>
<td>PAPR</td>
<td>peak to average power ratio</td>
</tr>
<tr>
<td>PHY</td>
<td>physical layer</td>
</tr>
<tr>
<td>PTS</td>
<td>partial transmit sequence</td>
</tr>
<tr>
<td>QoS</td>
<td>quality of service</td>
</tr>
<tr>
<td>QPSK</td>
<td>quadrature phase shift keying</td>
</tr>
<tr>
<td>RF</td>
<td>radio frequency</td>
</tr>
<tr>
<td>RHS</td>
<td>right hand side</td>
</tr>
<tr>
<td>RRM</td>
<td>radio resource management</td>
</tr>
<tr>
<td>SC-FDE</td>
<td>single carrier frequency domain equalization</td>
</tr>
<tr>
<td>SC-FDMA</td>
<td>single carrier frequency division multiplexing access</td>
</tr>
<tr>
<td>SCA</td>
<td>successive convex approximation</td>
</tr>
<tr>
<td>SDP</td>
<td>semi-definite programming</td>
</tr>
<tr>
<td>SIMO</td>
<td>single input multiple output</td>
</tr>
<tr>
<td>SINR</td>
<td>signal to interference and noise ratio</td>
</tr>
<tr>
<td>SISO</td>
<td>single input single output</td>
</tr>
<tr>
<td>SLM</td>
<td>selected mapping</td>
</tr>
<tr>
<td>SNR</td>
<td>signal to noise ratio</td>
</tr>
<tr>
<td>SPV</td>
<td>signal power variance</td>
</tr>
<tr>
<td>SVD</td>
<td>singular value decomposition</td>
</tr>
<tr>
<td>TDM</td>
<td>time division multiplexing</td>
</tr>
<tr>
<td>TX-RX</td>
<td>transmit power and receive beamformers</td>
</tr>
<tr>
<td>UL</td>
<td>uplink</td>
</tr>
<tr>
<td>WiMAX</td>
<td>Worldwide Interoperability for Microwave Access</td>
</tr>
<tr>
<td>ZF</td>
<td>zero forcing</td>
</tr>
</tbody>
</table>
1. INTRODUCTION

The early discussions on the concept of parallel data transmission using OFDM [1] can be found in [2–4] dating back to 1957. It was only after 2001 when Institute of Electrical and Electronics Engineers (IEEE) 802 LAN/MAN Standard Committee (LMSC) introduced IEEE 802.16e standard [5] employing OFDMA. It gained popularity as a suitable physical layer (PHY) interface to achieve high speed data communication in the future generation of broadband wireless communications beyond third Generation (3G). The IEEE 802.16e standard also know as Worldwide Interoperability for Microwave Access (WiMAX) [6] paved a way towards developing a framework for fourth Generation (4G) network architecture. This led 3rd Generation Partnership Project (3GPP) to release their own OFDMA based communication system for 4G wireless communications standard also commonly known as Long Term Evolution (LTE) [7].

The main reason for OFDM technique to acquire fundamental level of appreciation is due to its ability to combat frequency-selective fading, improved spectral efficiency due to compact arrangement of orthogonal subcarriers and intersymbol interference (ISI) mitigation. OFDMA as a multiple access technique takes the inherited advantage from OFDM scheme and furthermore decomposes the physical channels which, at its lowest level are identified by the individual time frequency slot. The 4G PHY interface also enjoys the compatibility between OFDMA and multiple input multiple output (MIMO). Therefore the PHY interface technology of 4G system can precisely be called MIMO-OFDMA. The extension to spatial domain realized by MIMO introduces an additional dimension in the transmission resource such that each individual physical channel in MIMO-OFDMA system further decomposes to time frequency space slot. The benefits of MIMO-OFDMA system are increase in capacity, spectral efficiency, coverage and link reliability; however, each benefit is based on appropriate MIMO configuration [8–10] and involves certain trade-off among each other. With proper exploitation of the multiple diversities in various domains, the engineers are able to design robust scheduling algorithms using advanced optimization techniques. Versatile algorithms designed for optimal resource utilization should be capable of fulfilling the user specific requirements depending on their transmission environment, with the general motive of enhancing the overall system performance.

While the multiple access technique adopted by WiMAX is OFDMA in both uplink (UL) and downlink (DL) channel, LTE uses separate schemes, particularly OFDMA in the DL channel and single carrier frequency division multiplexing access (SC-FDMA) in the UL channel. The choice of SC-FDMA reflects the vulnerability of UL channel towards the peak to average power ratio (PAPR). PAPR degrades the system performance in terms of power efficiency and battery operated devices like mobile terminal (MT) in UL are more susceptible to it. PAPR degrades the system performance of battery operated devices in terms of power efficiency. Reducing the PAPR in MIMO-OFDMA has been a subject of interest for many researchers due to its affect on performance of 4G systems [11–13]. Although the use of SC-FDMA reduces the PAPR, the system is deprived of many other advantages of OFDMA.

The 3GPP specification for 4G systems mentions power control with a great importance and considered as an integral part of the radio resource management (RRM). The power allocation in UL MIMO-OFDMA system is referred to as link adaptation due to the ability of each individual orthogonal subcarrier to adapt or modify itself as per demand on the basis of link quality. The efficient power allocation is important for following reasons:
Energy conservation in case of battery powered device such as MT can be achieved by minimizing the power utilization. The aim is to allocate minimum power as possible, that is adequate to maintain certain quality of service (QoS). This also limits the total coverage of a MT.

Power allocation is an elegant way to reduce the co-channel interference arising from other users in the same serving cell or neighbouring cells. Power minimization not only saves energy but also reduces interference. The 4G approach for interference mitigation is not to thrive on weak users by allocating them high power as it introduces high interference to other users. On the contrary, the strong users are highly favored due to their ability to achieve high performance even at low power.

The sum power and PAPR minimization algorithm in this thesis exercises the flexibility in scheduling offered by OFDMA system. This thesis aims to encourage use-ability of the OFDMA scheme in the UL scenario by making an attempt to reduce the PAPR at the power allocation stage. It has been shown in [14,15] that the power allocation in frequency domain (before inverse discrete fourier transform (IDFT) operation) creates high peaks in OFDM composite signal. This thesis presents the power allocation strategy such that the PAPR is controlled during the power allocation stage in frequency domain. Similar PAPR minimization technique has been presented in [16]. The thesis investigates a statistical approach of minimizing PAPR by reducing the signal power variance (SPV) of transmitted signal assuming that the samples in OFDM composite signal are normally distributed. This intuitive approach is preferred for the reason that both the parameters, namely PAPR and SPV are measure of dispersion around the average value. The problem formulation for sum power and PAPR minimization is modelled as an optimization problem with various inequality constraints. The optimization is performed in a centralized manner at the base station (BS) with the knowledge of full channel state information (CSI). The constraints maintain the user-specific QoS above the certain threshold. The QoS governs the optimal achievable system performance in terms of signal to interference and noise ratio (SINR) and SPV where both the quantities are function of power. The SINR is required to be high enough to maintain minimum data rate requirement while the SPV should be low enough to keep PAPR level as minimum as possible. The SINR function is jointly related to some of the most important parameters such as signal power, channel gain and interference, which governs the scheduling strategy in multiuser (MU) scenario.

The multi-objective problem is constructed as a linear combination of the sum power and SPV weighted by certain scalar values that governs the stress on particular objective for minimization. The optimal power allocation is achieved by joint optimization of transmit power and receive beamformers (TX-RX) using convex optimization technique. The original problem is not jointly convex with respect to TX-RX. Therefore an iterative algorithm is proposed to optimize TX and RX alternatingly such that by calculating TX for given fixed set of RX and vice versa until convergence. The power allocation problem for fixed RX still remains non-convex in the power domain. The formulation consists of non-convex interference coupled function such as SINR which is transformed into convex form such that the optimal solution relates to the original problem. The non-convex constraint is reformulated as difference of convex (DC) and transformed into convex form using the successive convex approximation (SCA) with required change of variables (COV). COV used to obtain log-convexity by transforming the variable to logarithmic domain and SCA is used to convexify the non-convex
constraints. At each optimization stage, SCA obtains a local solution by approximating the DC functions as a convex and requires number of iterations for convergence. Convex formulation and its corresponding iterative algorithm for joint TX-RX optimization problem are studied for three scenarios as i) sum power minimization with fixed minimum SINR constraint, ii) sum power minimization with SINR and minimum rate constraint and iii) relaxed multi-objective problem for minimizing sum power with additional SPV constraint.
2. MULTICARRIER MODULATION AND OFDMA CONCEPT

This chapter introduces the basic building blocks and working principle of MU SIMO-OFDMA model. It provides an insight regarding the choice of multicarrier modulation in new generation communication system. The individual characteristics of the OFDM and MIMO technique are presented with general equations. The SIMO-OFDMA model refers to the combination of these two technologies and the notion is further extended to multiuser scenario. The way of minimizing PAPR and transmit power in UL scenario during the resource allocation is discussed.

2.1. Introduction to Multicarrier Communication

This section outlines the basics of multicarrier modulation (MCM) and its implementation on development of OFDM systems. To illustrate the importance of multicarrier system it is worth mentioning the multipath propagation phenomenon of the wireless channel. Consider a complex baseband signal $b(t)$, where $t$ is the time instant. The baseband passband representation is given by

$$s(t) = Re\{b(t)e^{i2\pi f_c t}\}, \quad (2.1)$$

where $s(t)$ is the passband signal to be transmitted at center frequency $f_c$. The signal $s(t)$ propagates through the wireless channel consisting of $L$ multipath components defined by

$$h(t) = \sum_{m=1}^{L} \alpha_m \delta(t - \tau_m),$$

where $h(t)$ is the time domain impulse response function of multipath wireless channel, $\alpha_m$ is the channel impulse response (fading coefficient) for the $m^{th}$ path and $\tau_m$ is the delay associated with the $m^{th}$ path. The received signal $r(t)$ is given by convolution between transmitted signal $s(t)$ and channel impulse response $h(t)$ as

$$r(t) = s(t) \star h(t)$$

$$= Re\{\sum_{m=1}^{L} \alpha_m b(t - \tau_m)e^{i(2\pi f_c (t-\tau_m))}\}$$

$$= Re\{\left[\sum_{m=1}^{L} \alpha_m b(t - \tau_m)e^{-i(2\pi f_c \tau_m)}\right]e^{i(2\pi f_c t)}\},$$

where $\star$ is a convolution operator. The complex baseband received signal $r_b(t)$ can be represented as

$$r_b(t) = \sum_{m=1}^{L} \alpha_m b(t - \tau_m)e^{-i(2\pi f_c \tau_m)}, \quad (2.2)$$
where $e^{-(i2\pi f_c \tau_m)}$ denotes the complex phase factor arising due to the delay $\tau_m$, $\alpha_m$ exhibits rayleigh distribution and $\tau_m$ exhibits uniform distribution. From (2.1) and (2.2), it is seen that transmitting a signal $b(t)$ through $L$ path wireless channel, the received baseband signal $r_b(t)$ is a summation of $L$ copies of the transmitted signal arriving through each path $m, m = 1, 2, \ldots , L$ and each copy is influenced by its own channel fading coefficient $\alpha_m$ and complex phase factor $e^{-(i2\pi f_c \tau_m)}$.

Therefore, multipath propagation results in various replicas of the transmitted signal arriving at the receiver via different paths. The different signals are received by virtue of having travelled different paths and each path is defined by the distance adapted with different amplitude and phase which at the receiver either adds up constructively or destructively in phase. This nature of the wireless propagation channel results in energy of transmitted symbol to spread beyond its time interval causing its energy to leak into succeeding symbol. This overlapping of symbols in time is known as ISI. The range of signal powers received at the receiver depends on the random fading coefficient of channel and this variation of the signal power at the receiver due to the random nature of multipath component is called fading. Furthermore, a deep fade may occur when combination of multiple copies of the signal at the receiver results in strong destructive interference such that the reliable signal detection is no longer possible. The channel’s delay spread is a measure of propagation delay between the shortest and the longest multipath and coherence bandwidth of the channel is defined as inversely proportional to the delay spread. Coherence bandwidth is a channel bandwidth over which the frequency response is flat. Two types of fading effect due to multipath time delay spread are flat fading and frequency selective fading. Flat fading occurs when the bandwidth of the transmitted signal is less than the coherence bandwidth of the channel and can be represented as

$$B_c < B,$$

where $B_c$ is the coherence bandwidth of the channel and $B$ is the bandwidth of the communication system. The received signal can be analyzed as some scaled version of the narrowband transmitted signal passed through flat frequency response of the channel. This hugely reduces the equalization complexity at the receiver as the frequency response characteristics of the received signal is relatively flat or nearly equal. It also implies that the symbol period is much larger compared to the channel delay spread such that the time domain symbols do not overlap or each symbol overlaps with itself, thus ISI is eliminated.

On the other hand frequency-selective fading occurs when the bandwidth of the transmitted signal is more than the coherence bandwidth of the channel and can be represented as

$$B_c > B.$$

In the case of frequency selective channel, the transmitted signal is severely distorted causing ISI in time domain. As the wideband transmitted signal bandwidth is larger than the coherence bandwidth of the channel, the portion of the signal beyond the coherence bandwidth are highly attenuated and requires multiple tap equalization at the receiver.

Multicarrier modulation is a physical layer technique used to combat the hostile frequency selective fading encountered in wireless channel. The key contribution of multicarrier communication system is that it converts the wideband frequency selective channel into group of parallel narrowband flat fading channels which is a revolutionary
communication technology that forms the basis for 4G to achieve higher data rate. Therefore the MCM provides reliable detection at the receiver and mitigates the ISI in time domain. MCM utilizes the principle of transmitting data by decomposing the original data stream into several symbol streams having much lower symbol rate and each substream is used to modulate different subcarriers and transmitted separately.

Consider a spectrum with two sided bandwidth of width $B$. In single carrier scenario, $B$ can be considered as the symbol rate. The MCM technique divides the entire system bandwidth $B$ into multiple subcarriers. If $N_F$ is the total number of subcarriers then the separation between each subcarrier will be $\Delta f = B/N_F$. Overall symbol rate of the multicarrier transmission system is given by $\frac{N_F}{(N_F/B)} = B$. It shows that the overall system capacity is invariant in MCM compared to that of singlecarrier as multicarrier transmits $N_F$ symbols using $N_F$ subcarriers in time period $T_{ofdm} = 1/\Delta f$ while single carrier transmits one symbol in time period $T_s = 1/B$ resulting net symbol rate to be $B$ in the both cases. Therefore the motive behind implementing multicarrier technique, lies not in increasing the capacity of the system but to achieve high data rates as a result of its capability to overcome the challenges imposed by propagation mechanism of wireless channels by increasing the actual symbol duration $N_F$ times. Fig. 2.1 shows the time-frequency relation between singlecarrier and multicarrier.

### 2.2. Orthogonal Frequency Division Multiplexing

In earlier MCM system employing time limited signals were difficult to realize because of tremendous complexity in implementing bank of $N_F$ modulators and demodulators at the transmitter and receiver using analog subcarrier oscillators and filters which demands wider bandwidth. Therefore, the concept of OFDM was once abandoned due to difficulty in subcarrier recovery without inter-subcarrier interference until the development of concept of using discrete fourier transform (DFT) in MCM for time-limited orthogonal signals. Further the concept was reinforced by development of efficient DFT algorithm such as fast fourier transform (FFT) [17]. This system of transmission was named OFDM. OFDM is a modulation scheme suitable for new generation broadband communication systems that obeys the multicarrier modulation principle discussed in section 2.1. OFDM is an advanced form of frequency division multiplexing (FDM) built on basis of MCM principle. It divides the actual information data stream into parallel data symbols and transmit the symbols using multiple orthogonal subcarriers that shares the overall system bandwidth. In time limited OFDM signal, the spectra of subcarriers overlap with each other but the information being transmitted are still separated due to the orthogonality principle. The overlapping of the spectrum allows efficient utilization of the available system bandwidth.
2.2.1. Orthogonality using DFT

The DFT modulation implicitly spaces the subcarriers in such a way that at each frequency, where the received signal is evaluated all the other signals at different frequencies are zero. The orthogonality principle is essential for OFDM signal to eliminate intercarrier interference (ICI). In OFDM system the frequency domain signal refers to the parallel data stream before IDFT operation.

Consider a MCM system with $N_f$ subcarriers i.e. the system transmits $N_F$ parallel data stream simultaneously. The multicarrier composite transmit signal $s(t)$ at the time instant $t$ is given by

$$s(t) = \sum_{m=1}^{N_F} b_m e^{(2\pi (m-1) B t / N_F)},$$

(2.3)

where $b_m$ is the frequency domain $m^{th}$ complex data to be transmitted, $\Delta f = B / N_F$ denotes the subcarrier separation and $m(\Delta f)$ is the center frequency used to modulate $m^{th}$ data. (2.3) shows that each low data rate $1/(N_F T_s)$ modulated signal sums up to
a high data rate transmission \(1/T_s\).

Consider the \(k^{th}\) sample from the multicarrier symbol. The time instant \(t\) can be written as

\[
t = kT_s, \quad k = 1, 2, \ldots, N_F
\]

where \(T_s = 1/B\) is the sample interval or a symbol duration. Then the signal \(s_k\) denoting the \(k^{th}\) sample of multicarrier transmission or equivalently the data transmitted on the \(k^{th}\) subcarrier can be expressed as

\[
s_k = s(kT_s) = \sum_{m=1}^{N_F} b_m e^{(2\pi(m-1)(k-1)/BN_F)}
\]

\[
= \sum_{m=1}^{N_F} b_m e^{(2\pi(m-1)(k-1)/N_F)} \quad k = 1, 2, \ldots, N_F.
\]

Right hand side (RHS) of (2.4) is the IDFT of the original information signal. Therefore the MCM composite transmit signal constitutes of samples generated by sampling at rate \(kT_s\) with help of IDFT operation. This scheme of generating composite transmit signal by employing IDFT was first proposed in [17]. The system implementing MCM technique by employing IDFT operation is termed as OFDM.

Orthogonality allows the subcarriers to overlap while eliminating crosstalk among each other. The orthogonality among the subcarriers depends on the choice of subcarrier separation \(\Delta f\) such that orthogonality in \(N_F\) equally spaced subcarriers can be achieved if

\[
\Delta f = \frac{1}{N_F T_s} = \frac{1}{T_{ofdm}},
\]

where \(T_{ofdm}\) is the total duration to transmit \(N_F\) symbols i.e. the overall OFDM symbol. Each element of the DFT matrix can be written as

\[
f_{k,m} = \frac{1}{\sqrt{N_F}} e^{(2\pi(m-1)(k-1)/N_F)} \quad m, k = 1, 2, \ldots, N_F,
\]

where DFT coefficients follow the \(N_F\) roots of unity and \(1/\sqrt{N_F}\) is a normalizing factor for \(N_F\) point DFT to maintain unity norm to prevent the norm of basis function to grow to \(\sqrt{N_F}\). The result of IDFT, \(s_k\) in (2.4) is the coefficient of projection of the input vector \(b\) on the \(k^{th}\) DFT row vector \(f_k\). If \(\|f_k = 1\|\), then

\[
s_k = \langle b, f_k \rangle.
\]

Projection preserves the orthogonality in frequency domain in such a way that the samples of overall spectrum of transmitted OFDM symbol taken at the spacing of \(1/T_{ofdm}\) apart, represents the data modulated on each subcarrier and the samples are ICI free. The shape of subcarrier spectrum can be represented by sinc\((1/T_{ofdm})\), and sampling at the peak value of each spectrum \((kT_s)\), \(k = 1, 2, \ldots, N_F\) gives the \(m^{th}\), \(m = 1, 2, \ldots, N_F\) baseband data and orthogonality ensures that at the sampling
point of the desired subcarrier $k$, all the other subcarriers $l \neq k, k, l = 1, 2, \cdots, N_F$ are null. Mathematically orthogonality of two complex exponential signals $s_k(n)$ and $s_l(n)$ can be represented as

$$
\langle s_k, s_l \rangle = \sum_{n=0}^{N_F-1} s_k(n)s_l^*(n) = \sum_{n=0}^{N_F-1} e^{(i2\pi nk/N_F)}e^{-(i2\pi nl/N_F)}
$$

$$
= \sum_{n=0}^{N_F-1} e^{(i2\pi n/N_F)(k-l)}
$$

$$
= \frac{1 - e^{(i2\pi (k-l))/N_F}}{1 - e^{i2\pi (k-l)/N_F}},
$$

where $\ast$ denotes complex conjugate. If $k \neq l$, then the signals $s_k(n)$ and $s_l(n)$ are orthogonal to each other. Therefore,

$$
\langle s_k, s_l \rangle = 0 \quad \Rightarrow \quad s_k \perp s_l, \quad k \neq l.
$$

The DFT matrix is used to decompose or convert the wideband frequency-selective channel into parallel narrowband flat-fading channels at the receiver. Each frequency domain input data at the receiver can be represented as some scaled version of the transmitted signal where scaling factors are equal to flat-fading channel frequency responses determined from the channel decomposition. The receiver utilizes the unique spatial signature (channel frequency response (CFR)) corresponding to each flat fading narrowband channel to estimate the original data. This allows the use of frequency domain equalization (FDE) to obtain the receive beamformers in ISI free environment with reduced receiver complexity.

### 2.2.2. Cyclic Prefix

Cyclic prefix (CP) in OFDM system is a technique of increasing the OFDM symbol duration to mitigate the ISI resulting from time dispersion caused by multipath propagation [18]. Cyclic prefix also known as the guard interval works on the basis of DFT property along with the convolution theorem. The circular convolution between two time domain functions is equivalent to multiplication of their respective DFT’s. In the real wireless environment the transmitted OFDM signal convolves linearly with the channel impulse response in time domain. After the CP extension of OFDM symbol, the linear convolution between the transmitted symbol and the channel impulse response yields the same result as that of circular convolution. This helps in decoupling the channel in frequency domain such that channel frequency response for each subcarrier is independent which is equivalent to converting the wideband frequency selective channel into group of $N_F$ parallel narrowband flat fading channel. In general, the per subcarrier decoupling of the frequency domain received signal in OFDM system can be represented as

$$
\tilde{r}_k = \lambda_k b_k + \tilde{n}_k \quad k = 1, 2, \cdots, N_F,
$$
where $\tilde{r}_k$ is the frequency domain received signal at the $k^{th}$ subcarrier, $\lambda_k$ is the channel frequency response associated with $k^{th}$ subcarrier, $b_k$ is the data transmitted on $k^{th}$ subcarrier and $\tilde{n}_k$ is zero mean, unit variance additive white gaussian noise in frequency domain.

The technique significantly reduces the complexity in receiver design by employing FDE. Implementing cyclic prefix requires the knowledge of multipath characteristics of the channel, which governs the length of the cyclic prefix. The duration of the cyclic prefix length $N_{CP}$ is chosen to be longer than the delay spread of the channel given by

$$N_{CP} \times T_s \geq T_d,$$

where $N_{CP}$ is the cyclic prefix length, $T_s$ is the symbol duration and $T_d$ is the delay spread. Now the effective length of the extended OFDM symbol becomes $N = N_F + N_{CP}$ increasing the overall symbol duration of the effective OFDM symbol. The cyclic prefix takes $N_{CP}$ samples from the end of a single OFDM symbol and pastes it in front of it as shown in the Fig. 2.2. The concatenation of actual OFDM symbol with the CP increases the symbol duration of the effective OFDM symbol and also maintains the periodicity of the time domain OFDM symbol. Therefore the benefits of CP in OFDM symbol is as follows.

- Cyclic prefix acts as a guard interval between two adjacent symbols by preventing the arrival of a symbol at the receiver until all the multipath components of the previous symbol have arrived. Increase in symbol duration ensures that the delayed component from previous symbol do not interfere with the current symbol. Hence, no adjacent symbols overlap during the actual OFDM symbol window of length $N_F$.

- The periodicity achieved by CP prevents the impact of phase discontinuity during the superposition of its multi path components. The periodicity preserves the cyclic property of DFT by limiting the signal distortion to occur outside of the actual OFDM symbol. Therefore no phase transition occurs inside the actual OFDM window and the signal inside this observation window is formed by overlapping of phase shifted pure sinusoids. The frequency domain components in the actual OFDM symbol will contain an integer number of cycles corresponding to its subcarrier frequency. This is important for DFT to accurately identify every individual frequency components in the received time domain signal. The possibility of accurate identification of each frequency component in the received
signal allows the decoupling of channel in frequency domain. The transmitted OFDM symbol are sometimes oversampled by introducing zero padding to increase the accuracy of DFT. Although overlap between multiple copies of same symbol results in phase shift, ISI will be eliminated and orthogonality is maintained among the subcarriers.

The additional repeated samples decrease the spectral efficiency leading to loss in throughput of the system. The loss in efficiency due to cyclic prefix is given by $N_{CP}/N$. Hence as the number of subcarrier $N_F$ increases, smaller portion of the symbol is affected by ISI but in turn also increases the processing time at the receiver. The optimal CP length to mitigate ISI by increasing the OFDM symbol duration $N_F/B$ must satisfy the given condition

$$B_c \geq \frac{B}{N_F},$$

where $B_c$ is the coherence bandwidth of the channel and $B/N_F$ is the subcarrier bandwidth. The implementation of cyclic prefix is explained in Chapter 3.

### 2.2.3. Drawbacks of OFDM system

#### 2.2.3.1. Synchronization

Due to the fact that the performance of OFDM system highly depends on orthogonality among subcarriers, it is more vulnerable to synchronization errors. Although OFDM systems increases spectral efficiency due to the overlapping subcarriers, even a small mismatch in the time or frequency synchronization can result in loss of orthogonality amongst subcarriers. Coherent detection at the receiver utilizes local oscillator (LO) to generate a signal with accurate carrier frequency and phase to recover the transmitted signal. The synchronization error during detection may arise due to various reasons such as LO instability, delay spread and doppler shift which leads to carrier frequency offset, carrier phase offset, in-phase and quadrature (IQ) imbalance and mismatch in timing reference. All these phenomena affects the system performance by inducing ICI and eventually degrading the signal to noise ratio (SNR).

Timing synchronization refers to identifying the starting point for detection of OFDM symbols at the receiver. Several algorithms have been developed for timing alignment that exploits the sample repetition in an OFDM symbol due to CP insertion. If CP duration is larger than the delay spread of the channel such that each OFDM symbol is ISI free, then a linear phase shift occurs at the output of the DFT due to the delay spread of multipath propagation channel. The mismatch can be detected and rectified during the reception of CP and further the result can be used in channel estimation. On the other hand, if CP duration is not long enough, then the ISI induced received OFDM symbol suffers distortion in both phase and amplitude [19]. Timing errors can be eliminated by choosing appropriate CP length.

Carrier frequency offset and phase offset in OFDM system can cause severe distortion with significant reduction in SNR. In presence of frequency offset, the sampling point of the received signal is changed such that orthogonality amongst subcarrier is violated as shown in the Fig. 2.3. The new sampling point of the desired subcarrier’s signal is deviated from its peak value and further includes samples from adjacent subcarriers due to ICI. This results in attenuation and phase shift. The deviation from
peak value of the desired subcarrier signal results in loss of power and hence, degrades SNR.

Consider a frequency offset $\Delta f_0$. The normalized frequency offset $\varepsilon$ with respect to subcarrier spacing is given by

$$\frac{\Delta f_0}{B/N_F} = \varepsilon,$$

In presence of normalized frequency offset $\varepsilon$, the frequency domain received signal across the $k^{th}$ subcarrier can be represented as

$$\tilde{r}_k = \lambda_k b_k \frac{\sin \pi \varepsilon}{\sin \frac{\pi}{N_F}} \frac{1}{N_F} e^{j\phi} + \sum_{l=1, l \neq k}^{N_F} \lambda_l b_l \frac{\sin \pi \varepsilon}{\sin \frac{\pi}{N_F}} \frac{1}{N_F} e^{j\phi_l} + \tilde{n}_k, \quad (2.11)$$

where $\phi$ is the phase factor. The second term in (2.11) represents the ICI from the adjacent subcarriers. If the subcarriers are perfectly orthogonal to each other, then the second term will always be zero. The system model considered in this thesis assumes perfect synchronization with no carrier frequency offset.
2.2.3.2. Peak to average power ratio

**PAPR in OFDM**

PAPR is a critical limiting factor in OFDM modulation and degrades the performance of OFDM systems. The concept of PAPR arises from the fact that in OFDM systems instead of transmitting the original data symbols, the IDFT of these symbols are transmitted. IDFT preprocessing of $N_F$ symbols causes superposition of $N_F$ sine waves of random amplitudes and phases. Therefore summing up the IDFT of data symbols can produce high peaks for some combinations of sinusoids. This characteristic of IDFT causes significant *fluctuation* or *variation* in the instantaneous signal power (peak power) in composite signal with respect to its average (mean) power.

The PAPR affects the performance of power amplifier (PA) used in the communication devices. The PA characteristics at the receiver can be analyzed in Fig. 2.4.
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**Figure 2.4: Power Amplifier characteristics.**

The PA used at the transmitting end are high power amplifier (HPA) with capability of handling large-signals to provide sufficient power for transmission through an antenna so that the information in the received signal can be extracted with minimum distortion. PA is mainly characterized by its efficiency i.e. the maximum power that the amplifier circuit can handle. The operating point of a PA set by direct current (dc) bias is the region of operation of the amplifier and governs the alternative current (ac) response of the system. Ideally the operating point of the amplifier is chosen at the midpoint of the linear region to deal with maximum voltage or current swing. The ideal characteristic of PA in Fig. 2.4 is the linear region of its operation where the
output voltage is always some scaled version of the input signal. An ac signal at the amplifier input tends to vary the bias point from its established dc bias operating point. The larger the ac input, the higher the deviation across dc bias point causing swing in output voltage and current, driving the amplifier into non-linear region due to its saturation characteristics. Towards saturation, the output power of the PA is compressed with increasing input power. This phenomena affects the amplitude modulated signal by clipping off the peak values containing the information and causing rotation in phase modulated signal. Here the choice of operating point plays an important role in maintaining linearity, minimizing the distortion at the amplifier output and maximizing its dynamic range of amplification. A PA designed for OFDM signals needs to handle the occurrence of random high peaks such that the voltage and current swing at the output of the amplifier is restricted to dynamic range (linear region) or in other words the PA needs to utilize some power backoff scheme depending on the modulation used. Increasing power backoff scheme widens the dynamic range of PA but at the cost of reduced power efficiency. Low power efficiency leads to high power consumption. Therefore minimizing PAPR in UL OFDM system is crucial due to mobile terminals operating on limited battery power. The PA can be operated near the saturation region to increase the power efficiency. Failure to deal with high PAPR problem may drive PA into saturation resulting in ICI due to loss of orthogonality. The nonlinearity in PA also produces out of band distortion causing energy to spread across adjacent channels and in-band distortion affecting the signal constellation. Out of band distortion are caused by unwanted spurious responses and intermodulation distortion (IMD) products whose power increases at higher rate than the desired signal in the non-linear region. Apart from PA, the high PAPR also affects the dynamic margins of analog to digital converter (ADC) and digital to analog converter (DAC). The converters need high dynamic range to accommodate additional quantification levels to deal with the random occurring high peaks, thus degrading the SNR of the system by increase in quantification noise.

The PAPR of complex OFDM baseband signal can be defined as the ratio of the peak power to its average power. Using (2.5) the sample $s_k$ allocated to the $k^{th}$ subcarrier of the OFDM symbol can be represented as

$$s_k = \frac{1}{\sqrt{N_F}} \sum_{m=1}^{N_F} b_m e^{i2\pi(m-1)(k-1)/N_F} \quad k = 1, 2, \cdots, N_F$$

$$= \sum_{m=1}^{N_F} b_m f_{k,m} \quad k = 1, 2, \cdots, N_F,$$

where $\frac{1}{\sqrt{N_F}}$ is the normalizing factor, $b_m$ is the complex quadrature phase shift keying (QPSK) baseband data assumed to be statistically independent, identically distributed (i.i.d) random variables with zero mean, variance equal to $\mathbb{E}\{|b_m|^2\}$ and $f_{k,m}$ is the $k, m$ element of DFT matrix.

The peak power is chosen among the complex baseband OFDM signal with maximum amplitude as
\[ \max_{k \in [1,N_F]} |s_k|^2 = \max \left| \sum_{m=1}^{N_F} b_m f_{k,m} \right|^2 = \sum_{m=1}^{N_F} |b_m|^2 \]

\[ \max_{k \in [1,N_F]} |s_k|^2 = N_F |b_m|^2. \]  

(2.13)

The average power of a composite OFDM signal is given by

\[ \mathbb{E}\{|s_k|^2\} = \frac{1}{N_F} \sum_{m=1}^{N_F} (\mathbb{E}\{|b_m|^2\} \mathbb{E}\{|f_{k,m}|^2\}) = \frac{1}{N_F} \sum_{m=1}^{N_F} \mathbb{E}\{|b_m|^2\} = \mathbb{E}\{|b_m|^2\}, \]  

(2.14)

where \( \mathbb{E}\{\cdot\} \) is the expectation operator. As per definition, the PAPR of a single OFDM block is given by

\[ \delta = \frac{\max_{k \in [1,N_F]} (|s_k|^2)}{\mathbb{E}\{|s_k|^2\}} = N_F \frac{|b_m|^2}{\mathbb{E}\{|b_m|^2\}}. \]  

(2.15)

Highest peak occurs in OFDM symbol when all the subcarriers have identical phase and can be referred as the worst case PAPR scenario. According to (2.15), the PAPR increases linearly with the number of subcarriers. Hence, the HPA must be capable of handling the peak powers equal to \( N_F \) times the average power. The portion of cyclic prefix is not considered as it does not affect the overall peak or the average power of the OFDM symbol. However, it has been shown in [20] that the occurrence of high PAPR is not frequent.

**Statistical distribution of PAPR**

For a more fair characterization of PAPR, the statistical distribution of the complex baseband OFDM samples are analyzed. The statistical analysis refers to measure of probability that the PAPR remains below specified critical value and desired confidence level can be achieved by performing analysis on all possible OFDM symbols. Consider QPSK modulated symbols denoted by \( b_m \) as shown in Fig. 2.5.

Each \( b_m \) symbol on IQ constellation is identified by its corresponding amplitude and phase. The OFDM subcarriers are created by modulating each of these symbols with frequency spacing of \( \Delta f \) such that each subcarrier are sinusoidal of integer number of cycles. The OFDMA system transmits each of these symbols in parallel over the symbol duration \( T_{ofdm} \). The continuous time domain composite OFDMA signal \( s_t \) to
be transmitted is formed by summing up all the individual subcarriers. The increased peak value in the waveform of $s(t)$ compared to peak value of individual subcarrier is the resulting PAPR. Consider a single discrete complex baseband OFDMA symbol $s_k$ in (2.12) formed by sampling the signal $s_t$ of duration $T_{ofdm}$ at the sampling rate of $T_{s}$. Generally, $m, k = 1, 2, \cdots, N_F$. Each sample in the sampling distribution $s_k$ represents the summation of $N_F$ different sinusoidals. Therefore for large number of $N_F$, the distribution of time domain OFDMA symbols across entire channel bandwidth $B$ exhibits the normal (gaussian) characteristics in terms of PAPR. Complex valued $s_k$ can be represented in cartesian coordinate and polar coordinate form as

$$s_k = x_k + jy_k = a_k e^{j\phi_k},$$

where the absolute value $a_k = |s_k| = \sqrt{x_k^2 + y_k^2}$ is the amplitude of the $k^{th}$ sample of complex baseband OFDM symbol and $\phi(k) = \tan^{-1}(y_k/x_k)$ denotes the phase. Since the QPSK modulated symbols $b_m$ are assumed to be statistically independent, i.i.d random variables, the linear mapping operation such as IDFT performed on $b_m$ also exhibits the characteristics of gaussian random process. Therefore according to the central limit theorem [22], the resulting real $x_k$ and imaginary $y_k$ components of the complex baseband OFDM signal $s_k, k = 1, 2, \cdots, N_F$ after IDFT preprocessing are gaussian and mutually uncorrelated if $N_F$ is chosen to be sufficiently large [23]. The distribution of the complex gaussian symbols can be characterized as zero mean and variance given by $\sigma^2_b = \frac{1}{2} \mathbb{E}\{|b_m|^2\}, \forall m$ as the variance is distributed among the complex components. Under these conditions, the magnitudes of the complex OFDM signal $a_k, k = 1, 2, \cdots, N_F$, tends to follow the Rayleigh distribution [23]. Now based on the definition of PAPR, the ratio of the peak instantaneous power to average power of an OFDM symbol can be represented by
$\frac{a_k^2}{2\sigma_b^2}$

(2.16) is a chi-squared distribution with two degrees of freedom. Each degree of freedom is associated with individual complex component $x_k^2/\sigma_b^2$ and $y_k^2/\sigma_b^2$. Chi-squared distributions are useful in computing cumulative distribution function (CDF) which determines the probability of occurrence of an event bounded by certain upper threshold limit. The statistical approach allows to determine the probability that the OFDM signal power exceeds PA’s dynamic range of operation using complementary cumulative distribution function (CCDF). The probability that the chi-squared distribution $\chi$ of a time domain OFDM signal consisting of $N_F$ samples is below certain threshold $\chi_0$ is equivalent to the probability that each of $N_F$ sample is below the given threshold. The chi-squared function $\chi_k$ for the $k^{th}$ subcarrier is given by

$$\chi_k = \left(\frac{x_k^2}{\sigma_b^2}\right) + \left(\frac{y_k^2}{\sigma_b^2}\right).$$

Considering $\chi_{max} = \max(\chi_1, \chi_2, \cdots, \chi_{N_F})$ to be the chi-squared value of the sample with highest magnitude, the CDF of $\chi_{max}$ is given by

$$f_{\chi_{max}}(\chi) = Pr(\chi_{max} \leq \chi_0) = Pr(\chi_1 \leq \chi_0) \cdot Pr(\chi_2 \leq \chi_0) \cdots Pr(\chi_{N_F} \leq \chi_0)$$

(2.17)

The statistical analysis of PAPR using CDF can be illustrated by following relation

$$\delta = \frac{\max_k |s_k|^2}{\mathbb{E}\{|s_k|^2\}} = \frac{\max_k a_k^2}{\mathbb{E}\{2\sigma_b^2\}}$$

(2.18)

As the main interest lies in determining the probability that PAPR value exceeds the given threshold value $(\chi_0)$, the CCDF for $\chi_{max}$ is given by

$$\tilde{f}_{\chi_{max}}(\chi) = Pr(\chi_{max} \geq \chi_0) = 1 - (1 - e^{-\chi_0})^{N_F}.$$  

(2.19)

As (2.19) is valid under the assumption that samples are mutually uncorrelated and number of subcarriers are sufficiently large, the expression does not hold for the bandlimited or oversampled signals because the sampled discrete points may not contain the highest peak that were present in the continuous time domain signal. In case of oversampling the number of samples per OFDM symbols are increased and the oversampling factor $\alpha$ must be taken into account in CCDF calculation. The CCDF of oversampled OFDM symbol can be determined as

$$\tilde{f}_{\chi_{max}}(\chi) = 1 - (1 - e^{-\chi_0})^{\alpha N_F}.$$
PAPR Reduction Techniques

Several PAPR reduction techniques have been studied in the past to address the non-linearities in OFDM systems. The reduction technique to be employed should be selected based on the desired system performance as every reduction technique has its own merits and demerits. Some of the factors to be considered are the PAPR minimizing capability, power enhancement leading to in band and out of band distortion, bit error rate (BER) degradation, loss in data rate, computational complexity etc. Several PA linearizing techniques are developed to balance the trade-off between linearity and power efficiency.

Non-linearities with power amplifiers in OFDM system has been studied in [24] considering OFDM signal modelled as gaussian distribution. Brief introduction of some of the common PAPR reduction techniques classified into two categories signal distortion technique and signal scrambling technique is presented in the following paragraph.

**Signal distortion technique** In signal distortion techniques the high peaks in the input signal are directly removed or chopped-off before feeding to PA.

- Clipping

Clipping refers to limiting the maximum input signal power to certain predefined threshold [25]. This is the simplest way of controlling PAPR by hard-limiting but introduces nonlinear and out of band distortion degrading the BER performance. Clipping introduces amplitude distortion as source of noise causing both in band and out of band distortion. Out of band radiation is mainly responsible for degrading spectral efficiency. However filtering can be implemented to reduce the out of band distortion but may result in peak regrowth. Number of iterations may be required to achieve desired peak level.

- Peak Windowing

In peak windowing the large peak beyond certain threshold are alleviated by multiplying the large peak portion of signal with the some window function. The commonly used window function are Kaiser, Hamming window. Unlike clipping, the out of band distortion is reduced by limiting the spectral growth into adjacent channel. However, too long windows can increase BER as it affects larger part of signal.

- Peak Cancellation

In the peak cancellation method [26], a reference signal bandlimited to the bandwidth of the transmitted signal is constructed. The high peaks in the signal are reduced by subtracting the time-shifted and scaled version of the reference signal from it. Sinc pulse can be used as a suitable reference signal. This technique does not cause any out of band distortion. But since sinc function is not a time limited, it cannot be used practically. Therefore implementation of peak cancellation requires trade-off between pulse shaping and out of band distortion.
Random phase updating

Random phase updating algorithm was introduced in [27] for PAPR reduction in OFDM system. As the name suggests, each subcarrier is assigned some randomly generated phase in iterative manner. The PAPR of the OFDM signal is verified with the predefined threshold after each iteration of the phase update. The stoppage criteria of the algorithm is set by the minimum threshold value or the maximum number of iterations.

Companding

Companding proposed in [28] refers to compression of the signal with large dynamic range at the input in order to process it efficiently through system with limited dynamic range such that the signal’s original dynamic range can be reproduced at the output. The OFDM symbols are companded and quantized after the IDFT operation. The quantization depends on the dynamic range of the signal amplitude. Companding technique enhances the quantization resolution of small signals at the cost of reduced resolution of large signals due to the rare occurrence of high peaks.

Signal scrambling technique

Signal scrambling technique reduces the PAPR in multicarrier systems by modifying or scrambling the data in various ways and also by altering the phase factor.

Coding techniques

Coding can be used to scramble the data in a signal. Coding technique uses additional bit sequence (codes) to modify the information signal which reduces the PAPR in OFDM transmitted signal. The extra bits to be transmitted also reduces the data rate of the system. The choice of suitable code sequence requires exhaustive search depending on the number of subcarriers, modulation scheme used, code rate and also the desired minimum PAPR threshold. Other factors to be considered are implementation complexity and error detection/correction capability of the code. Some well known coding schemes used to reduce PAPR are Golay complementary sequence [29], Shapiro-Rudin sequences, Barker codes and Reed-Muller codes [30].

Selected mapping (SLM)

Selected mapping proposed in [31] generates a set of time domain OFDM signals each modified by unique phase adjustment while all of them represents the same information data to be transmitted. SLM chooses the most suitable signal among the set of signals that corresponds to the minimum PAPR. The receiver requires the knowledge about the choice of transmitted signal, hence a certain identifier is attached along with the information signal. Therefore the objective of selected mapping (SLM) is not to cancel the peaks but reduce the probability of occurrence of high peaks. The demerits of SLM are loss of data rate due to overhead in transmitted data and increased computation complexity for performing IDFT operation on each OFDM signal in the set.

Partial transmit sequence (PTS)

In partial transmit sequence (PTS) technique proposed in [32], the data bitstream at the input of the IDFT is divided into number of orthogonal sub-blocks. Each blocks are zero padded to compute separate full-length IDFT for each of them and then rotated
by multiplying with a unique and uncorrelated rotation factors. The result is finally combined to obtain low PAPR signal. The task of generating suitable rotation factors depending on the subcarriers in PTS makes it computationally more expensive than the SLM. The overhead is included in transmitted signal to identify the rotation factor of individual sub-block.

2.3. SIMO-OFDM

The system model in this thesis is based on MU single input multiple output (SIMO) architecture with perfect knowledge of instantaneous channel at the transmitter and receiver. The UL transmission in SIMO model considers multiple copies of independently fading transmitted signals from different single antenna users arriving at spatially separated multiple receive antennas at the BS. Independent fading characteristics of multipath ensure low correlation between shifted replicas of transmitted signal at the receiver and is crucial factor for coherent detection. The copies of transmitted signal is received at each receive antenna creating a communication link between each pair of antenna elements. The main objective is to maximize the SNR by extracting the desired user’s signal in the presence of noise and the interfering signals. Array gain can be achieved by employing receive beamforming using linear minimum mean square error (LMMSE) filter at the receiver to coherently combine the signals received at different antennas to increase the SNR [33]. The factors contributing to improved data rate in SIMO-OFDM system are - firstly the increased average SNR due to the receive beamforming across \( N_R \) antennas and secondly due to the individual contribution of each \( N_F \) subcarrier. In MU system with \( U \) users, the sum capacity in the presence of interference is given by

\[
c = \sum_{u=1}^{U} \sum_{k=1}^{N_F} \log_2 \left( 1 + \frac{|h_{u,k} \omega_{u,k}|^2 P_{u,k}}{\sum_{y \neq u} |h_{y,k} \omega_{u,k}|^2 P_{y,k} + \sigma_n^2 |\omega_{u,k}|^2} \right),
\]

(2.20)

where \( h_{u,k} \) and \( \omega_{u,k} \) are the flat-fading channel coefficient and receive beamformer vector respectively across \( N_R \) antennas for the \( k^{th} \) subcarrier of user \( u \), \( P_{u,k} \) is the power allocated to the \( k^{th} \) subcarrier of user \( u \) and \( \sigma_n^2 \) is the noise variance.

The total interference to a particular user is the summation of thermal noise and all the other signals in the same frequency band (co-channel interference) arriving from interfering users at a given instant. The total received power of any user should overcome the margin set by the total interference in order to extract the information successfully. The LMMSE equalizer at the receiver scales each received symbol by certain weight such that the scaling should amplify the desired user’s signal and attenuate every individual interference, thereby increasing the SINR. The TX-RX joint optimization with full CSI eliminates the interference and performs per subcarrier power loading to the guarantee target BER.

2.4. Adaptive Power Allocation in OFDMA

Power Control in the 4G UL transmission is an irrefutable part of a radio resource management that affects the system performance in both BS and MT. The role of
power control at user end is to increase the power efficiency of MT and to increase the overall system capacity along with interference management at the BS. In case of channel dependent scheduling, if the user has a poor SINR channel, then instead of assigning more power to maintain high data rate and QoS, the approach is to simply reduce the data rate and allocate just sufficient power to sustain the link. The users with the better channel are able to attain high data rate and so the system favors them to make the most out of this opportunity. Therefore the strategy dictates that the power should not be too high causing high co-channel interference to other users and also not too low such that the signal is buried in noise beyond recovery. Unsuccessful transmission demands retransmission of data wasting the spectral efficiency.

![Figure 2.6: Frequency selective fading.](image)

Fig. 2.6 shows the breaking down of single wideband channel frequency response into multiple narrowband flat fading response due to presence of multiple carriers (subcarriers). The high frequency selectivity band has high channel gains providing high SINR links. This is the appropriate band for high data transmission. The high attenuation band has low channel gain. Transmission using this band requires high power to maintain the acceptable SINR. Furthermore, it requires high amplification at the receiver which enhances the noise highly in this band increasing the overall noise variance. The system performance can be increased by avoiding this band for transmission. The strategy here is to improve the overall system capacity in best possible way and keep the transmit power low. According to 3GPP specifications, the power control in LTE is essential for interference mitigation. Each subcarrier in OFDMA system undergoes independent fading depending on the channel frequency response causing some subcarriers to have high channel gain while some suffer from deep fade. The overall performance of the OFDMA system is determined as an aggregated contribution of each subcarrier.

Adaptive OFDMA is the technique of modifying the characteristics such as modulation, code rate, transmission power of individual subcarrier to improve the energy efficiency and spectral efficiency of the OFDMA system depending on the subcarrier’s fading state. The available total power can be distributed among the subcarriers as per their requirement to maintain reliable transmission. The spectral efficiency of a particular subcarrier with high channel gain can be increased accordingly by using high order modulation and high code rate without increasing the transmission power while spectral efficiency of the subcarrier with poor channel gain can be reduced to maintain the link reliability [34]. Therefore an overall improvement in system performance in terms of high spectral efficiency or high data rate can be achieved when there are more
high SINR links.

The SIMO-OFDM system considered in this thesis uses the concept of adaptive OFDMA for optimal power allocation for varying the power and data rate of each subcarrier with respect to its corresponding channel gain. In context of power allocation the word subcarrier is used to refer to the frequency domain data symbols i.e. before performing IDFT and the channel gains are the flat-fading channel frequency responses that scales the frequency domain symbols. In this thesis, the sum power and PAPR minimization problem is solved for MU SIMO-OFDMA system with full CSI such that minimum data rate is guaranteed for each user. The channel fading coefficient of all users are assumed to be mutually independent and power allocation is based on the TX-RX optimization such that the subcarrier with strong fading coefficient is allocated sufficiently enough power and those in deep fade is deprived of high power allocation. In MU scenario the power allocated to certain subcarrier of a user is an interference to the corresponding subcarriers (same frequency band) of every other users as shown in 2.20. Hence the optimal power allocation should be sufficient to maintain the QoS for each user while at the same time it should not be high enough causing adverse effect for other users. The SINR in MU SIMO-OFDMA system is an interference coupled function of power and channel gain, and can be decoupled down to the subcarrier level. Therefore instantaneous SINR is used as the performance metric to quantify each link quality and also to dynamically adjust the appropriate power for each subcarrier at that instant. The problem formulation for achieving minimum sum power in a interference coupled system with fixed and variable SINR constraint is discussed in Chapter 4.

Increasing the UL power of a user can certainly increase the QoS for that particular user but at the cost of increased co-channel interference for all other users transmitting on same frequency band. Furthermore, the interference may be experienced by not only for other users at the serving BS (intra-cell co-channel interference) but also by the users at the neighboring BS (inter-cell co-channel interference). Intra-cell co-channel interference can be avoided in OFDMA by performing orthogonal user allocation such that no two users in the same cell transmit using same set of subcarriers. For minimizing the interference, the transmit power can be minimized just enough to maintain the reliable transmission such that the user specific requirement is met.

The MT adjusts power allocated to each subcarrier based on the feedback received from the BS in centralized fashion. Centralized processing at the BS requires the channel information of all the users and can be preferable as the BS is considered to have sufficiently enough power compared to battery operated MT. Such feedback based power allocation is called closed loop power control where BS calculates the appropriate power and then instructs each user terminal through DL channel to transmit at given power. The feedback from receiver however have few disadvantages such as the feedback information to be transmitted introduces overhead and also feedback information may be outdated by the time transmitter utilizes it. However the centralized approach can be utilized by minimizing the size of the overhead and regulating the duration between consecutive feedbacks based on the rate at which channel changes. The appropriate power adjustment using adaptive OFDMA plays vital role in utilizing the available transmission power in the best possible way and minimize the PAPR factor for improving power efficiency of signal processing operations.
2.5. Power Minimization Problem

Joint Power Allocation and Beamforming Problem with fixed SINR constraint

This section introduces the joint optimization of transmit power control and receiver beamforming vectors with fixed SINR constraint. The power associated with each user is highly responsible for increasing the interference among other users transmitting in corresponding subcarrier. The iterative algorithm designed as constrained convex optimization problem minimizes the total sum power of all the users by distributing (increasing or decreasing) the power among the subcarriers based on per subcarrier requirement to achieve minimum target rate. If the data rate achieved by particular subcarrier is higher than the target rate, then it can reduce its power and this extra power is distributed among the needy subcarriers. The algorithm iterates until the minimum possible sum power is achieved. Both the parameters (transmit power and receive beamformers) need to be adjusted in coordination with each other as the achievable minimum power may vary for each set of receive beamforming vectors. Hence the degradation in the system performance due to MU interference is dealt by adjusting the power and receive beamformers alternately. Firstly, starting from initial feasible power allocation, the algorithm computes the optimal receive beamformers and then minimizes the power for the fixed obtained beamformers. In the second stage, the minimized power at previous stage is fixed and is used to calculate the new receive beamformers vectors. The process is iterated until convergence such that the optimal (minimal) power allocation and target SINR is achieved. Such alternating approach to jointly optimize power allocation and receive beamformers has been discussed in [35].

The receive beamformer for the $k^{th}$ subcarrier of the $u^{th}$ user is computed as

$$\omega_{u,k} = \left( \sum_{u=1}^{U} \lambda_{u,k} P_{u,k} \lambda_{u,k}^H + \sigma_n^2 \right)^{-1} \lambda_{u,k}$$

at each iteration for fixed given power. Then the power allocation optimization problem to determine optimal power allocation $P_{u,k}$, where $u = 1, 2, \cdots, U$ and $k = 1, 2, \cdots, N_F$ for fixed beamforming vectors is given by

$$\text{minimize} \quad \sum_{u=1}^{U} \sum_{k=1}^{N_F} P_{u,k}$$

subject to

$$P_{u,k} |\omega_{u,k}^H \lambda_{u,k}|^2 \geq \gamma_{min} \left( \sum_{y \neq u}^{U} P_{y,k} |\omega_{u,k}^H \lambda_{y,k}|^2 + \sigma_n^2 |\omega_{u,k}|^2 \right) \quad \forall u, k.$$  

The constraint is defined by SINR formulation for the $k^{th}$ subcarrier of the $u^{th}$ user given by

$$\text{SINR}_{u,k} \geq \gamma_{min} \quad \forall u, k,$$
where $\gamma_{\text{min}}$ is the minimum SINR threshold for each subcarrier and

$$\text{SINR}_{u,k} = \frac{P_{u,k}|\omega_{u,k}^{H}x_{u,k}|^2}{\sum_{y\neq u} P_{y,k}|\omega_{u,k}^{H}x_{y,k}|^2 + \sigma_n^2\|\omega_{u,k}\|^2}.$$  

For fixed beamforming vector problem, the constraint in (2.22) is reduced to

$$P_{u,k}|\lambda_{u,k}|^2 \geq \gamma_{\text{min}}\left(\sum_{y\neq u} P_{y,k}|\lambda_{y,k}|^2 + \sigma_n^2\right)$$

$$P_{u,k}|\lambda_{u,k}|^2 - \gamma_{\text{min}}\sum_{y\neq u} P_{y,k}|\lambda_{y,k}|^2 \geq \gamma_{\text{min}}\sigma_n^2$$

$$P_{u,k} - \gamma_{\text{min}}\sum_{y\neq u} \frac{P_{y,k}|\lambda_{y,k}|^2}{|\lambda_{u,k}|^2} \geq \gamma_{\text{min}}\frac{\sigma_n^2}{|\lambda_{u,k}|^2}.$$  

The above equation can be expressed in compact form for $k^{th}$ subcarrier as

$$[I(U) - \Psi^k]p^k \geq a^k \quad \forall k,$$  

where $p^k \in \mathbb{C}^U$ is a column vector containing positive powers at the $k^{th}$ subcarrier i.e. $P_{u,k}, u = 1, 2, \ldots, U$, $a^k$ is the positive column vector with elements $a^k_u = \gamma_{\text{min}}\frac{\sigma_n^2}{|\lambda_{u,k}|^2}$ in $\mathbb{C}^U$, $u = 1, 2, \ldots, U$ at the $k^{th}$ subcarrier. $\Psi^k$ is the normalized channel gain matrix for the $k^{th}$ subcarrier given by

$$\Psi_{uy}^k = \begin{cases} 
0 & \text{if } u = y \\
\gamma_{\text{min}}\frac{|\lambda_{u,k}|^2}{|\lambda_{u,k}|^2} & \text{if } u \neq y
\end{cases}$$

The problem (2.22) minimizes the sum power of all the users across all subcarriers while maintaining SINR above $\gamma_{\text{min}}$ which is equivalent to finding the minimal power vector $p^k \forall k$ such that (2.23) is satisfied. Similar centralized power allocation algorithms are discussed in [36, 37]. According to Perron-Frobenius theory of nonnegative matrix, if matrix $\Psi^k \forall k$ is irreducible, then there exists a positive power vector $\hat{p}^k \forall k$ such that $[I(U) - \Psi^k] \forall k$ is invertible and positive and given SINR target vector is feasible [38]. Hence the inequality constraint achieving optimal power vector is given by

$$\hat{p}^k = [I(U) - \Psi^k]^{-1}a^k \quad \forall k.$$  

The Perron-Frobenius theorem states that the minimum eigenvalue that satisfies (2.24) corresponds to the maximum value of $\gamma_{\text{min}}$ i.e. the spectral radius of $\Psi^k \forall k$ should be less than 1 or equivalently $\rho(\Psi^k) < 1 \forall k$ in order to have feasible power vector $\hat{p}^k$ [38].

The power minimization steps are shown in Algorithm 1. The algorithm initialization requires feasible power allocation $P_{u,k}^{(0)}$ such that the user specified QoS is satisfied. Receive beamforming vectors of minimum mean square error (MMSE) weights
are calculated using the current power allocation matrix. The new optimal power allocation matrix \( P_{u,k}^* \) is calculated by solving optimization problem \( (2.22) \) for fixed receive beamforming vectors. Then the power allocation matrix of current iteration is used as a starting point for next iteration and same steps are repeated until convergence. The algorithm is guaranteed to converge to yield minimum power allocation matrix.

**Algorithm 1** Joint Power and Beamforming Problem with fixed SINR constraint

1: Set \( \gamma_{\min} \) (QoS)
2: Initialize \( P_{u,k}^{(0)} = P_{u,k} \quad u = 1, 2, \ldots, U, \quad k = 1, 2, \ldots, N_F \)
3: repeat
4: Calculate MMSE weight \( \omega_{u,k} \) using \( (3.16) \)
5: Solve optimization problem \( (2.22) \) for \( P_{u,k}^* \quad \forall u, k \)
6: Update \( P_{u,k} = P_{u,k}^* \quad \forall u, k \)
7: until Convergence

### 2.6. Multiple Access with OFDMA

Multiple Access schemes in wireless system governs the way multiusers share the available radio resources in the bandwidth limited system. It defines the system’s optimal strategy for serving multiple users in a network such that every active user is given fair share of priority and the available resources are shared efficiently among the users. Resources can be identified as the channels allocated for two terminals to communicate with each other and multiple access strategies further decides on the quality of service to be provided on this particular channel. Orthogonal frequency division multiple access OFDMA is a multiuser system where the resources are shared in basis of OFDM principles. The communication channels between two terminals, mainly BS and MT can be classified into two groups in terms of duplexing. Firstly, the UL channel also known as multiple access channel (MAC), where the channel is used to transfer data from multiple MTs to single serving BS and secondly DL channel also known as broadcast channel (BC), where the channel is used to transfer data from single serving BS to multiple MTs. The scope of this thesis is limited to UL OFDMA system. Each multiple user in an UL system can be distinguished by their respective channel and generally the resource allocation strategy of multiple access scheme depends on the quality of this channel.

In contrast to OFDM, OFDMA further decomposes each OFDM symbol down to subcarrier level, thus increasing the shareable resource components among the users at a given time. For illustration OFDM symbol can be visualized as number of blocks in a 2 dimensional (2D) time-frequency grid where each block represents individual data bearing orthogonal subcarrier in an OFDM symbol as shown in Fig. 2.7.
The number of blocks in the frequency axis is equivalent to the number of subcarriers and frequency separation between adjacent subcarriers is $\Delta f$. In the time axis each block belongs to different OFDM symbols with the separation of $T_{\text{ofdm}}$. Further during the transmission each of these blocks are separated in spatial domain identified by unique flat-fading channel gain (spatial signature). The multiple users in OFDMA system are able to communicate simultaneously where each user is assigned a group of subcarrier blocks. This group of subcarrier blocks is called resource block according to LTE terminology. The frequent CSI feedback at the transmission ends allows to perform dynamic resource allocation on the basis of channel quality. The OFDMA subcarriers can be modified to accommodate wide range of bandwidths, by controlling the DFT size $N_F$ and subcarrier spacing $\Delta f$. Therefore a reliable multiple access technique enhances the system performance by using only those subcarriers that can maximize the utilization of the available limited resources and also implement a optimal way of assigning each of these resource blocks to the demanding users.

Due to increasing popularity of OFDM modulation scheme in recent communication technologies, OFDMA has become a subject of extensive research. The OFDMA was introduced as a potential multiple access technique for future generation mobile communication with the practical implementation in community antenna television (CATV) networks by [39] in 1998. Since then OFDMA has been implemented in numerous wireless standards such as IEEE 802.20 [40], European Telecommunications Standards Institute (ETSI) broadband radio access networks [41], digital video broadcasting (DVB) for UL transmission [42], satellite communications [43] and also used for DL communication in 4G cellular system such as WiMAX [44] and LTE [7].

2.7. OFDMA and SC-FDMA

The 3GPP Evolved Universal Terrestrial Radio Access (E-UTRA) has specified the performance targets for 4G systems as per the LTE specification. Based on 4G specification, OFDM is the multicarrier modulation technique proposed for the PHY implementation. Therefore two eligible candidates chosen for multiple access schemes are (OFDMA) for the DL and SC-FDMA for the UL. The difference between these two schemes and their respective characteristics that inspired altered choice is discussed in this section.

The parameters used for comparison between OFDMA and SC-FDMA are capacity, outage probability but the most important parameter among all is peak-to-average
power ratio (PAPR). The MTs transmitting on UL channel are more vulnerable to PAPR because high PAPR tends to drain an excessive amount of battery life as discussed in Section 2.2.3.2. PAPR does not impose much of a threat on BS but it is crucial to maintain low PAPR on MTs during UL transmission. Therefore PAPR is considered the main reason for 3GPP to suggest SC-FDMA as an alternative to OFDMA for UL transmission.

SC-FDMA is an OFDMA based system where transmitted symbol poses a single carrier behavior obtained by DFT spreading. SC-FDMA is based on the single carrier frequency domain equalization (SC-FDE) modulation scheme, which is a variant of OFDM and differs in a way that the IDFT block from the transmitter is moved to receiver. The noteworthy feature here is that the complex baseband symbols are mapped to $2^{N_Q}$-ary constellation in time domain. The receiver takes IDFT of received symbols to perform frequency domain equalization and again converts it back to time domain using DFT. Therefore both of these schemes perform channel equalization in frequency domain. The main reason for occurrence of high PAPR in OFDM system is due to the superimposition of complex exponentials during IDFT operation causing random fluctuation of peak power with respect to the average power. The removal of IDFT block in case of SC-FDE simply prevents occurrence of high PAPR. SC-FDMA is able to achieve low PAPR on average due to mapping of the complex baseband signal in time domain i.e. transmitting the symbols in their original domain [44].

**Resource Allocation in SC-FDMA compared to OFDMA**

The flexible resource allocation in OFDMA system with $N_F$ subcarriers is associated with the parallel existence of each orthogonal subcarrier in different frequency bands within a given OFDMA symbol period $T_{ofdm}$. In other words each low rate baseband symbol is positioned parallelly across the entire channel (transmission) bandwidth. This is the concept of flat fading that provides robustness against the multipath fading and it relates to the time-invariant nature of the subcarriers during the duration $T_{ofdm}$. Fig. 2.8 shows the difference between OFDMA and SC-FDMA in terms of symbol distribution in time-frequency plane. In case of SC-FDMA, the temporally mapped symbols are transmitted in series at the rate of $N_F$ times the OFDMA, hence occupies larger bandwidth as per the concept of single carrier. However, SC-FDMA utilizes the advantage of parallel transmission as in OFDMA and transmits same amount of symbols in given symbol duration. In SC-FDMA system, the transmitter and receiver both contains pair of DFT and IDFT processing blocks. An extra DFT processing is performed to spread the time domain complex baseband symbols across $N_F$ subcarriers. Each serial time domain SC-FDMA symbol transmits $N_F$ parallel sub-symbols positioned parallelly across entire channel bandwidth with the frequency spacing of $\Delta f$. Therefore, even though SC-FDMA transmits each symbol at high rate, the $N_F$ subcarriers remain constant during the overall SC-FDMA symbol duration $T_{scfdma}$ in a similar way, the parallel subcarriers coexist during the overall OFDMA symbol duration $T_{ofdma}$ in case of OFDMA. This constant nature of subcarrier in SC-FDMA, inherits the multicarrier transmission property of OFDMA. The remaining processing stages are as same as that in OFDMA resulting in the time domain symbols. At the receiver, detection is performed using DFT and IDFT block in reverse order compared to transmitter. Due to the parallel decomposition of the physical resources, the resource allocation can be done in similar ways as discussed in Section 2.4.
OFDMA acknowledges the original domain of the complex baseband symbol as frequency domain and conversion to time domain before transmission results in high PAPR in time domain. It is shown in [45] that in case of localized subcarrier allocation, the PAPR of SC-FDMA decreases by 2-3 dB compared to general OFDMA. Thus SC-FDMA possess the characteristics of OFDMA while maintaining low PAPR. Nonetheless OFDMA too has significant advantages over SC-FDMA. Robustness against frequency-selective fading allows OFDMA to achieve higher data rate per subcarrier yielding better sum-rate capacity. SC-FDMA is more vulnerable to frequency-selective fading due to large transmission bandwidth. Further in the case of SC-FDMA, the DFT spreading induces high PAPR in frequency domain due to phase offset mismatch caused by frequency offset and random phase noise. This leads to large fluctuation in out of band power leading to inter-subcarrier interference, adjacent channel interference and narrowband co-channel interference [46].
3. SYSTEM MODEL AND SIMULATION SETUP

This chapter describes the simulation setup with the help of system model and the mathematical representation of UL single cell OFDMA system. The thesis considers the Continuous Rate UL Power Allocation problem. The main objective is to develop a power allocation algorithm for MU OFDM system that minimizes the sum power consumption of all users over all allocated subcarriers. The algorithm presented in the thesis investigates PAPR aware power minimization given the minimum rate constraint per user. It states that the sum power is minimized such that the desired user specific QoS is achieved. The thesis proposes the centralized nature such that the power allocation is performed at the central entity i.e. the BS. The general block diagram of SIMO UL OFDMA system with the mathematical description is presented in the following sections.

3.1. System Model

The system model shown in Fig. 3.1 depicts a single cell MU UL SIMO-OFDMA system consisting of \( U \) single antenna users and a base station with \( N_R \) antennas. The OFDMA system consists of \( N_F \) subcarriers allocated to each user. We assume the CSI is known at the receiver. The overall system is divided and described in two parts namely transmitter and receiver.

3.1.1. Transmitter

In this section, the transmitter side of the the system model is considered. The original data stream of length \( N_D \) to be transmitted by each user \( u \) is denoted by \( x_u, u = 1, 2, \cdots, U \). Each user’s symbol vector \( x_u \) is mapped onto the signal constellation depending on \( 2^{NQ} \)-ary scheme. The mapped serial data stream is converted into \( N_F \) complex baseband parallel bitstreams denoted by \( b_{u,k}, k = 1, 2, \cdots, N_F \) hence resulting in complex vector corresponding to user \( u \) across \( N_F \) subcarriers as

\[
 b_u = [b_{u,1}, b_{u,2}, \cdots, b_{u,N_F}]^T \in \mathbb{C}^{N_F}. \tag{3.1}
\]

The subcarrier mapping stage corresponds to power allocation in SIMO precoding where a certain power based on the power allocation matrix of individual user is allocated to each subcarrier.
The power allocation matrix of user $u$ is given by

$$
\mathbf{P}_{uu} = \begin{pmatrix}
P_{u,1} & 0 & \ldots & 0 \\
0 & P_{u,2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & P_{u,N_F}
\end{pmatrix}_{N_F \times N_F}
$$
The power allocation is performed by multiplying frequency domain parallel bitstream of user $u$ by $\sqrt{P_u}$ where $P_u$ is the power allocation matrix for user $u$. Each diagonal element $P_{u,k}$ of the matrix $P_u$ is power allocated to the $k^{th}$ subcarrier of user $u$. The overall power matrix $P$ is arranged as

$$
P = \begin{bmatrix}
\text{Power Allocation Matrix for User 1} & \text{Power Allocation Matrix for User 2} & \ldots \\
\mathbf{P}_1 & \mathbf{P}_2 & \ldots \\
\end{bmatrix}_{U N_F \times U N_F}
$$

The IDFT block modulates each bitstream on individual subcarrier with orthogonal frequencies and combines them resulting in the time domain signal that constitutes the actual OFDM symbol. It is accomplished by multiplying the bit loaded bitstream with the IDFT matrix $F^{-1}$. The DFT matrix $F \in \mathbb{C}^{N_F \times N_F}$ is represented by complex exponentials over the range of frequencies where each element of the matrix is given by

$$
f_{k,m} = \frac{1}{\sqrt{N_F}} e^{i(2\pi(m-1)(k-1)/N_F)},
$$

where $k, m = 1, 2, \ldots, N_F$ and $\frac{1}{\sqrt{N_F}}$ is the normalization factor. The complex OFDM modulated discrete time samples for user $u$ at the $k^{th}$ subcarrier can be expressed as

$$
s_{u,k} = \frac{1}{\sqrt{N_F}} \sum_{m=1}^{N_F} b_{u,m} \sqrt{P_{u,m}} e^{i(2\pi(m-1)(k-1)/N_F)}.
$$

The matrix visualization of the transmitted OFDM symbol can be shown as

$$
\begin{bmatrix}
s_{u,1} \\
s_{u,2} \\
\vdots \\
s_{u,k}
\end{bmatrix}_{N_F \times 1} = \begin{bmatrix}
f_{1,1} & f_{2,1} & \cdots & f_{N_F,1} \\
f_{1,2} & f_{2,2} & \cdots & f_{N_F,2} \\
\vdots & \vdots & \ddots & \vdots \\
f_{1,N_F} & f_{2,N_F} & \cdots & f_{N_F,N_F}
\end{bmatrix}_{N_F \times N_F} \begin{bmatrix}
x_{u,1} \\
x_{u,2} \\
\vdots \\
x_{u,m}
\end{bmatrix}_{N_F \times 1} \begin{bmatrix}
\sqrt{P_{u,1}} & 0 & \cdots & 0 \\
0 & \sqrt{P_{u,2}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \sqrt{P_{u,N_F}}
\end{bmatrix}_{N_F \times N_F}
$$

where $f_{k,m}$ is defined in (3.2). In a more compact form it can be written as
\[ s_u = F^{-1} \sqrt{P_u} b_u \in \mathbb{C}^{N_P}. \quad (3.4) \]

Final stage of the transmitter is addition of CP to alleviate the ISI. Assuming the number of channel taps (multipaths) be \( L \), then the minimum CP length required by the OFDM system to imitate the circular convolution property of DFT after transmission through time domain channel is \( N_{CP} \geq (L - 1) \). In this simulation, instead of inserting CP physically in the transmitted sequence, the affect of CP is realized by multiplying the transmitted bit of each user with their respective circulant channel matrix \( H_u \) constructed from channel taps of length \( L \). The topic is discussed in detail in Section 3.1.2.

### 3.1.2. Receiver

The reception of OFDM symbol starts with the removal of CP. The symbols are assumed to be received without the loss of orthogonality amongst subcarrier and without offset in carrier frequency. The received time domain OFDM symbol after the CP removal can be expressed as

\[ r = \sum_u H_u F^{-1} \sqrt{P_u} b_u + n, \quad (3.5) \]

where \( r \in \mathbb{C}^{N_R N_F \times 1} \) is the received symbol vector for all users across \( N_R \) antennas, \( F^{-1} P_u^{1/2} b_u \in \mathbb{C}^{N_R N_F \times 1} \) is the transmitted symbol vector for the \( u^{th} \) user across \( N_R \) antennas, \( H_u \in \mathbb{C}^{N_R N_F \times N_F} \) is the space time channel matrix of time domain channel impulse response (CIR) for the \( u^{th} \) user across \( N_R \) antennas and \( n \sim \mathcal{CN}(0, \sigma_n^2 I_{N_R N_F}) \in \mathbb{C}^{N_R N_F \times 1} \) is the identically distributed and uncorrelated additive white gaussian noise with variance \( \sigma_n^2 \). Equation (3.5) can be decomposed to express desired user content as

\[ r_u = H_u F^{-1} \sqrt{P_u} b_u + \sum_{y \neq u} H_y F^{-1} \sqrt{P_y} b_y + n. \quad (3.6)\]

The first term in (3.6) is the desired part of the received signal to be extracted. The second term is the co-channel interference caused by the other users transmitting at the corresponding subcarrier.

The SIMO UL MAC consists of individual circulant channel matrix \( H_u^r \) for the \( u^{th} \) user across each receive antenna \( r \) and it can be written as \( H_u^r = [H_{u,1}^r, H_{u,2}^r, \ldots, H_{u,N_R}^r] \in \mathbb{C}^{N_R N_F \times N_F} \) where \( H_u^r = \text{circ}[h_{u,1}^r, h_{u,2}^r, \ldots, h_{u,L}^r] \in \mathbb{C}^{N_F \times N_F} \) is the length of channel taps i.e. number of multipath fading coefficients. The interaction between the \( u^{th} \) user’s transmitted symbol vector \( s_u \) and \( L \)-tap channel \( H_u^r \) for receive antenna \( r \) can be visualized using matrix as
where $s_{u,k}$ is the time domain sample transmitted at $k^{th}$ subcarrier of user $u$ and $r_{u,k}^r$ is a copy of the sample of transmitted OFDM symbol of user $u$ received at the $k^{th}$ subcarrier of receive antenna $r$. Element $h_{u,k}^r$ denotes the complex time domain fading coefficients or CIR such that $h_{u,k}^r = 0$ for $L < k \leq N_F$. The received vector results from circular convolution between transmitted symbol and CIR.

The next step is to transform the received symbols back to frequency domain to retain the original user data stream for SIMO detection using minimum mean square error equalizer in frequency domain (MMSE-FDE). This is accomplished by the DFT block in the OFDM system. The received symbol vector $r$ is converted to frequency domain by multiplying with the DFT matrix $F_{N_R} = I_{N_R} \otimes F \in \mathbb{C}^{N_R \times N_F \times N_F}$, where $\otimes$ is the kronecker product. $F_{N_R}$ is a block diagonal matrix consisting of $N_R$ blocks of the DFT matrix $F$ suitable for multiplying each $N_R$ block of received vector $r$ separately.

$$\tilde{r} = F_{N_R} r. \quad (3.7)$$

MMSE-FDE requires the $N_F \times N_F$ time domain CIR to be transformed into frequency domain CFR. This allows decoupling of channels such that the output across $N_F$ subcarriers are parallel flat fading SIMO channels achieving spatial multiplexing by using properties of MIMO spatial channel.

According to the convolution theorem, multiplication with circulant matrix in time domain is equivalent to the multiplication with the diagonal matrix in frequency domain. Exploiting the above property along with the property of DFT, it is known that eigenvectors of a circulant matrix of a given size are the columns of DFT matrix of same size. This property can be used in decoupling of time domain circulant channel into parallel frequency domain channel coefficient. The eigenvalue decomposition is performed on time domain circulant channel $H_u$ as

$$\Gamma_u = F_{N_R} H_u F^{-1}, \quad (3.8)$$

where $\Gamma_u = [\Gamma_u^1, \Gamma_u^2, \ldots, \Gamma_u^{N_R}]^T \in \mathbb{C}^{N_R \times N_F \times N_F}$ and $\Gamma_u = \text{diag}[\lambda_{u,1}, \lambda_{u,2}, \ldots, \lambda_{u,N_F}] \in \mathbb{C}^{N_F \times N_F}$. Each element of diagonal matrix $\Gamma_u^r$ are the complex channel frequency response coefficient. This aids in analyzing received sample in each subcarrier as a corresponding transmitted sample scaled by the scalar complex fading coefficient given by the eigenvalues. Each fading coefficient can be expressed as
\[
\lambda_{u,k}^r = \frac{1}{\sqrt{N_F}} \sum_{l=1}^{L} h_{u,l}^r e^{j2\pi(l-1)(k-1)/N_F}, \quad k = 1, \ldots, N_F, \tag{3.9}
\]

where \(\lambda_{u,k}^r\) is the eigenvalue or the channel frequency response of the \(k^{th}\) subcarrier of the \(u^{th}\) user at receive antenna \(r\) and \(h_{u,l}^r \in \mathbb{C}^L\) are the non-zero elements in \(h_{u,k}^r \in \mathbb{C}^{N_F}\). Further consider vector \(\lambda_{u,k} \in \mathbb{C}^{N_R}\) where \(\lambda_{u,k} = [\lambda_{u,k}^1; \lambda_{u,k}^2; \ldots; \lambda_{u,k}^{N_F}]^T\). The eigenvalue is determined for each element of SIMO channel taps and used to construct an entire frequency domain channel matrix \(\Gamma = [\Gamma_1, \Gamma_2, \ldots, \Gamma_U] \in \mathbb{C}^{N_RN_F \times UN_F}\) as

\[
\begin{bmatrix}
\Gamma_1^1 & \Gamma_1^2 & \cdots & \Gamma_1^u \\
\Gamma_2^1 & \Gamma_2^2 & \cdots & \Gamma_2^u \\
\vdots & \vdots & \ddots & \vdots \\
\Gamma_U^1 & \Gamma_U^2 & \cdots & \Gamma_U^N_R
\end{bmatrix}
\]

The frequency domain received signal for the \(u^{th}\) user can be derived as

\[
\tilde{r}_u = \mathbf{F}r_u
\]

\[
= \mathbf{F}_{N_R} (\mathbf{H}_u \mathbf{F}^{-1} \sqrt{\mathbf{P}_u} \mathbf{b}_u + \sum_{y \neq u} \mathbf{H}_y \mathbf{F}^{-1} \sqrt{\mathbf{P}_y} \mathbf{b}_y + \mathbf{n})
\]

\[
= \mathbf{F}_{N_R} \mathbf{H}_u \mathbf{F}^{-1} \sqrt{\mathbf{P}_u} \mathbf{b}_u + \sum_{y \neq u} \mathbf{F}_{N_R} \mathbf{H}_y \mathbf{F}^{-1} \sqrt{\mathbf{P}_y} \mathbf{b}_y + \mathbf{F}_{N_R} \mathbf{n}
\]

\[
\tag{3.10}
= \Gamma_u \sqrt{\mathbf{P}_u} \mathbf{b}_u + \sum_{y \neq u} \Gamma_y \sqrt{\mathbf{P}_y} \mathbf{b}_y + \tilde{\mathbf{n}}.
\]

Focusing on user \(u\), the frequency domain received signal at the \(k^{th}\) subcarrier of receive antenna \(r\) can be expressed as

\[
\tilde{r}_{u,k}^r = \lambda_{u,k}^r \sqrt{\mathbf{P}_{u,k} \mathbf{b}_{u,k}} + \sum_{y \neq u} \lambda_{y,k}^r \sqrt{\mathbf{P}_{y,k} \mathbf{b}_{y,k}} + \tilde{n}_k^r.
\]

\[
\tag{3.11}
\]

3.2. MMSE-FDE Detection

The MMSE filter estimates the transmitted symbol based on minimizing the mean square error (MSE) by Bayesian approach using the \emph{a priori} information from re-
ceived data assuming that both received vector $\mathbf{r}$ and transmitted vector $\mathbf{b}$ are random variables with known joint statistics. The Bayesian approach utilizes the \textit{a priori} probability distribution function (pdf) of $\mathbf{b}$ and conditional pdf of $(\mathbf{r}|\mathbf{b})$ to determine the \textit{a posteriori} pdf of $\mathbf{b}$ given by $(\mathbf{b}|\mathbf{r})$. The MMSE calculates the estimate $\hat{\mathbf{b}}$ as a conditional expectation $\mathbb{E}\{ (\mathbf{b}|\mathbf{r}) \}$ of $\mathbf{b}$ given $\mathbf{r}$ based on the \textit{a posteriori} probability.

The simulations consider the multiuser SIMO linear MMSE-FDE scheme for the equalization of the received symbol vector. Orthogonality among the subcarriers is an important factor for the optimum performance of the equalizer. The Linear SIMO detection is performed across each subcarrier defined by parallel flat fading narrowband channels by quantizing each received symbol to the nearest constellation points as hard outputs. OFDM system uses one-tap FDE to equalize the symbols that undergo frequency-selective fading channel. The MMSE equalizer is able to suppress the noise enhancement in low SNR regime approaching matched filter receiver while in high SNR regime it approaches zero forcing (ZF). The MU-SIMO detection is same as single user detection except the multiuser interference should be taken under consideration.

The equalizer calculates estimators $\mathbf{\Omega}_u = [\mathbf{\Omega}_u^1, \mathbf{\Omega}_u^2, \ldots, \mathbf{\Omega}_u^N] \in \mathbb{C}^{N_F \times N_R}$ where $\mathbf{\Omega}_u^r = \text{diag}[\omega_{u,1}^r, \omega_{u,2}^r, \ldots, \omega_{u,N_F}^r] \in \mathbb{C}^{N_F \times N_R}$ where $\omega_{u,k}^r$ is the MMSE estimator for the transmitted symbol at the $k^{th}$ subcarrier of the $u^{th}$ user arriving at the $r^{th}$ receive antenna. The filtered signal of the $u^{th}$ user at the $k^{th}$ subcarrier given the linear estimator $\omega_{u,k} \in \mathbb{C}^{N_R}$ can be expressed as

$$\hat{b}_{u,k} = \omega_{u,k}^H \tilde{r}_{u,k},$$  \hspace{1cm} (3.12)

where $\omega_{u,k} = [\omega_{u,k}^1, \omega_{u,k}^2, \ldots, \omega_{u,k}^N]^T$. The minimization of the MSE error can be formulated as

$$\text{minimize} \quad \text{Tr} \mathbb{E}\{ (\hat{b}_{u,k} - b_{u,k})(\hat{b}_{u,k} - b_{u,k})^H \},$$

$$\text{minimize} \quad \text{Tr} \mathbb{E}\{ (\omega_{u,k}^H \tilde{r}_{u,k} - b_{u,k})(\omega_{u,k}^H \tilde{r}_{u,k} - b_{u,k})^H \}$$

(3.13)

The MMSE estimator $\mathbf{\Omega}_u$ is found by minimizing (3.13) with respect to the variable $\mathbf{\Omega}$ and is given by

$$\mathbf{\Omega}_u = (\mathbf{A}_{\tilde{r}\tilde{r}})^{-1} \mathbf{A}_{\tilde{r}b_u} \tilde{r}_u,$$  \hspace{1cm} (3.14)

where $\mathbf{A}\{ \cdot \}$ denotes autocorrelation matrix, $\mathbf{A}_{\tilde{r}\tilde{r}} \in \mathbb{C}^{N_F \times N_F}$ is the autocorrelation matrix of received signal of all receiving antennas and $\mathbf{A}_{\tilde{r}b_u} \in \mathbb{C}^{N_F \times N_R}$ is the cross-correlation matrix between received symbol and transmitted symbol of the $u^{th}$ user.
\[ A_{rf} = \Gamma_u P_u \Gamma_u^H + \sum_{y \neq u} \Gamma_y P_y^{1/2} \Gamma_y^H + \sigma_n^2 I_{(N_F \times N_R)} \]

\[ = \left[ \Gamma P \Gamma^H + \sigma_n^2 I_{(N_F \times N_R)} \right]. \quad (3.15) \]

\[ A_{ru} = \Gamma_u \sqrt{P_u} \]

Using (3.12), (3.14) and (3.15), the MMSE estimate of the \( u \)th user at the \( k \)th sub-carrier for each receive antenna \( r \) can be written as

\[ \hat{b}_{u,k} = \left[ \left( \sum_{u=1}^{U} \lambda_{u,k} P_{u,k} \lambda_{u,k}^H + I_{N_R} \sigma_n^2 \right)^{-1} \lambda_{u,k} \sqrt{P_{u,k}} \right]^{H} r_{u,k}, \quad (3.16) \]

which can be written in more compact form in per user context as

\[ \hat{b}_u = \left( \left( \Gamma P \Gamma^H + \sigma_n^2 I_{(N_F \times N_R)} \right)^{-1} \Gamma_u \sqrt{P_u} \right)^{H} \bar{r}. \quad (3.17) \]

### 3.3. SINR

In a SIMO system, the average SNR increase is proportional to the number of receive antennas. The per user signal to interference plus noise ratio (SINR) for the \( k \)th sub-carrier is calculated by aggregating channel gain \( \lambda_{u,k} \in \mathbb{C}^{N_F \times N_R} \) and filter coefficients \( \omega_{u,k} \in \mathbb{C}^{N_F \times N_R} \) at the \( k \)th subcarrier of each receive antenna \( r \).

\[ \gamma_{u,k} = \frac{E\{ r_{u,k} \bar{r}_{u,k}^H \}}{E\{ I_{u,k} \bar{r}_{u,k}^H \}} \]

\[ = \frac{E\{ \omega_{u,k}^H \lambda_{u,k} \sqrt{P_{u,k}} b_{u,k} + \omega_{u,k}^H \bar{n}_{u,k} \} \}}{E\{ \sum_{y \neq u} \omega_{u,k}^H \lambda_{y,k} \sqrt{P_{y,k}} b_{y,k} + \omega_{u,k}^H \bar{n}_{u,k} \} \}} \}

\[ = \frac{\omega_{u,k}^H \lambda_{u,k} \sqrt{P_{u,k}} E\{ b_{u,k} b_{u,k}^H \} \}}{\sum_{y \neq u} \omega_{u,k}^H \lambda_{y,k} \sqrt{P_{y,k}} E\{ b_{y,k} b_{y,k}^H \} \}} \}

\[ = \frac{\omega_{u,k}^H \lambda_{u,k} \sqrt{P_{u,k}}} {\sum_{y \neq u} \omega_{u,k}^H \lambda_{y,k} \sqrt{P_{y,k}} + \omega_{u,k}^H \sigma_n^2} \omega_{u,k} \]
\[ \frac{P_{u,k} \left| \mathbf{\omega}_{u,k}^H \mathbf{\lambda}_{u,k} \right|^2}{\sum_{y \neq u} P_{y,k} \left| \mathbf{\omega}_{u,k}^H \mathbf{\lambda}_{y,k} \right|^2 + \sigma_n^2 \left| \mathbf{\omega}_{u,k} \right|^2}. \]  

(3.18)

3.4. Capacity

MIMO is an attractive technique of increasing capacity in high SNR regime proportional to \( N_{\text{min}} \) spatial degrees of freedom, where \( N_{\text{min}} \) is the minimum number of transmitter and receiver antennas [47]. SIMO model considered in the simulation may not contribute significantly to capacity gain due to single antenna at the transmitter. The sum rate capacity of MU-SIMO in bits/sec/Hz can be expressed as

\[ c_u = \sum_{k=1}^{N_F} \log_2 \left( 1 + \frac{P_{u,k} \left| \mathbf{\omega}_{u,k}^H \mathbf{\lambda}_{u,k} \right|^2}{\sum_{y \neq u} P_{y,k} \left| \mathbf{\omega}_{u,k}^H \mathbf{\lambda}_{y,k} \right|^2 + \sigma_n^2 \left| \mathbf{\omega}_{u,k} \right|^2} \right) \]

(3.19)

where \( \gamma_{u,k} \) is the SINR of the \( u^{th} \) user at the \( k^{th} \) subcarrier.

3.5. PAPR

The power distribution of the transmitted OFDM symbol is analyzed by performing spectral decomposition over different orthogonal subcarriers and acknowledging the contribution of each subcarrier to the average power of signal. The PAPR as discussed in detail in Section 2.2.3.2. It can be formulated as the ratio of the peak power and the average power of the complex OFDM modulated signal \( s_u \). It is expressed as

\[ \delta_u = \frac{\max(\left| s_u \right|^2)}{1/N_F \sum_{k=1}^{N_F} E\{\left| s_u \right|^2\}} \]

(3.20)

\[ = \frac{\max(\left| s_u \right|^2)}{1/N_F \sum_{k=1}^{N_F} P_{u,k}}, \]

where \( \max(\left| s_u \right|^2) \) is the peak power for user \( u \) and \( P_{u,k} \) is the \( k^{th} \) diagonal element from the power allocation matrix of user \( u \).
4. PROBLEM FORMULATION AND OPTIMIZATION

In this chapter, the optimization problems are formulated on the basis of the system model described on Chapter 3. The iterative algorithms are designed to continuously adjust the power at each subcarrier of each user $P_{u,k}$ based on various constraints with main concern to minimize power along with the PAPR. The algorithms compute power for all users in a centralized manner at the receiver provided CSI of all the users in the system.

4.1. Joint Power Allocation and Beamforming Problem with SINR and Rate constraint

The power minimization problem with fixed SINR constraint was discussed in . However, fulfilling the high throughput requirement in presence of harsh propagation channel requires more robust algorithms because fixed SINR algorithms may not be able to provide feasible solution in these scenarios. This section introduces a modification of optimization problem (2.22) with additional per user minimum rate constraint ($R_u$) as a QoS metric and SINR as a variable. The data rate $c_{u,k}$ for the $k^{th}$ subcarrier of the $u^{th}$ user can be expressed as a function of the SINR $\gamma_{u,k}$ as

$$c_{u,k} = \log_2(1 + \gamma_{u,k}).$$

$$c_u = \sum_{k=1}^{N_F} \log_2(1 + \gamma_{u,k}).$$

The per user data rate $c_u$ is decomposed into subcarrier level where each subcarrier is defined by parallel flat fading channel coefficient. Therefore unlike the fixed SINR target in Section 2.5, here the SINR target varies for different subcarriers of different users. The power is transferred among the subcarriers of each user $u$ depending on their channel coefficient such that the aggregated rate for every user is maintained above the given threshold $R_u$. The new modified optimization problem can be expressed as

$$\begin{align*}
\text{minimize} & \quad \sum_{u=1}^{U} \sum_{k=1}^{N_F} P_{u,k} \\
\text{subject to} & \quad \sum_{k=1}^{N_F} \log_2(1 + \gamma_{u,k}) \geq R_u \quad \forall u \\
& \quad \frac{P_{u,k} |\omega_{u,k}^H \lambda_{u,k}|^2}{\sum_{y \neq u}^{U} P_{y,k} |\omega_{y,k}^H \lambda_{y,k}|^2 + \sigma_n^2 \|\omega_{u,k}\|^2} \geq \gamma_{u,k} \quad \forall u, k
\end{align*}$$

(4.1)

4.1.1. Convexity

In this section the concept of convexity is introduced to solve the power control problem (4.1). Convex optimization refers to minimization of convex function over a set of
convex constraints.

Convex Functions: A function $f(x): \mathbb{R}^n \rightarrow \mathbb{R}$ is said to be convex if for any two points $x, y \in \mathbb{R}^n$

$$f(\theta x + (1 - \theta)y) \leq \theta f(x) + (1 - \theta)f(y), \quad \forall \theta \in [0, 1]. \quad (4.2)$$

The function $f$ is convex if the line segment joining the points $(x, f(x))$ and $(y, f(y))$ is always above the graph of function $f$. The function $f$ is said to be concave if $-f$ is convex.

Convex Sets: A set $S \subset \mathbb{R}^n$ is said to be convex if for any two points $x, y \in S$ also lies in $S$ and can be expressed as

$$\theta x + (1 - \theta)y \in S, \quad \forall \theta \in [0, 1] \quad \text{and} \quad x, y \in S. \quad (4.3)$$

First order Taylor series: If function $f$ is continuously differentiable, then the convexity of function $f$ is defined by first order Taylor series given by

$$f(y) \geq f(x) + \nabla f(x)^T(y - x), \quad \forall x, y \in S, \quad (4.4)$$

where $f(x) + \nabla f(x)^T(y - x)$ is an affine function of $y$ that represents the first order Taylor approximation of $y$ in neighbourhood $x$. The linear approximation is a global underestimator of convex function. The optimization variable $x \in \mathbb{R}^n$ is said to be feasible in given domain $S$ if $x \in S$ and it satisfies all equality and inequality constraints. The optimal solution $x^*$ is considered to be a global minimum if $f(x^*) \leq f(x)$ [48].

4.1.2. Log-Convex Transformation

The SINR constraint in power minimization problem (4.1) is an interference coupled function as described in [49]. According to [50] the impact of interference coupling in wireless system results in competition among the users to maximize their own utility with no regard to other users. Further it is confirmed that the competitive nature of users results in loss of convexity or the interference coupled SINR function are neither convex nor concave in power domain. Hence the problem (4.1) cannot be solved using convex optimization techniques in its given form however it can be transformed into a convex optimization problem such that the achieved optimal solution reflects the desired solution to the original problem. In this thesis the convex property of the interference coupled SINR function is exploited by transforming the problem (4.1) into log-domain based on COV. Log-convexity can be used to solve non-convex problems using convex optimization techniques and it has been previously investigated in [51, 52].

Here the transformation to logarithmic power domain refers to COV required for the implementation of log-convexity.

$$P_{u,k} = e^{\alpha_{u,k}} \quad \forall u, k$$
Due to the monotonicity of the logarithm function, every positive element of power vector \( P_u;k \) is associated with a unique \( u;k \). The objective in problem (4.1) now becomes summation of exponential terms \( e^{\alpha_{u,k}} \), which is convex. After the transformation and taking natural logarithm on both sides of the SINR constraint, the new SINR constraint can be expressed as

\[
\alpha_{u,k} + 2 \ln |\omega_{u,k}^H \lambda_{u,k}| - \ln \left( \sum_{y \neq u} |\omega_{u,k}^H \lambda_{y,k}|^2 e^{\alpha_{y,k}} + \sigma_n^2 \|\omega_{u,k}\|^2 \right) \geq \ln \gamma_{u,k} \quad \forall u, k. \tag{4.5}
\]

The third term in left hand side (LHS) of (4.5) is a convex and can be represented in the form of log-sum-exponential form as

\[
\ln \left( \sum_{y \neq u} e^{\ln(|\omega_{u,k}^H \lambda_{y,k}|^2 e^{\alpha_{y,k}})} + e^{\ln (\sigma_n^2 \|\omega_{u,k}\|^2)} \right)
\]

\[
\Leftrightarrow \ln \left( \sum_{y \neq u} e^{(\alpha_{y,k} + 2 \ln |\omega_{u,k}^H \lambda_{y,k}|) + e^{\ln (\sigma_n^2 \|\omega_{u,k}\|^2)}} \right)
\]

Altogether LHS of (4.5) is concave. Moreover the RHS of (4.5) is also concave. Therefore it results in non-convex constraint and requires SCA to approximate it as a convex. The problem can be solved by linear approximation of the concave part \( \ln \gamma_{u,k} \) in RHS at a feasible point \( \hat{\gamma}_{u,k} \). Since linear approximation always overestimates the concave function, the solution results in the best convex upper bound. Let the concave part in RHS be denoted by \( f(\gamma_{u,k}) \). The linear approximation of \( f(\gamma_{u,k}) \) at a point \( \hat{\gamma}_{u,k} \) is given by

\[
f(\gamma_{u,k}, \hat{\gamma}_{u,k}) = \ln \hat{\gamma}_{u,k} + \frac{(\gamma_{u,k} - \hat{\gamma}_{u,k})}{\hat{\gamma}_{u,k}} \quad \forall u, k \tag{4.6}
\]

The new transformed convex optimization problem for variable SINR can be expressed as

\[
\text{minimize} \quad \alpha, \gamma \quad \sum_{u=1}^{U} \sum_{k=1}^{N_F} e^{\alpha_{u,k}}
\]

subject to

\[
\sum_{k=1}^{N_F} \log_2(1 + \gamma_{u,k}) \geq R_u \quad \forall u \tag{4.7}
\]

\[
\alpha_{u,k} + 2 \ln |\omega_{u,k}^H \lambda_{u,k}| - \ln \left( \sum_{y \neq u} |\omega_{u,k}^H \lambda_{y,k}|^2 e^{\alpha_{y,k}} + \sigma_n^2 \|\omega_{u,k}\|^2 \right) \geq f(\gamma_{u,k}, \hat{\gamma}_{u,k}) \quad \forall u, k
\]

The algorithm for joint optimization of TX-RX follows the steps as shown in Algorithm 2. The algorithm requires a feasible initialization i.e. feasible power allocation
\(P^{(0)}_{u,k} \forall u, k\) such that \(R_u\) is satisfied. RX and SINR is calculated for given power allocation. Then the optimization solves the SCA problem at some feasible point \(\gamma^*_{u,k} \forall u, k\) in the vicinity of \(\hat{\gamma}_{u,k}\) for fixed RX. The achieved minimum power \(\hat{P}_{u,k} \forall u, k\) is used as a new initial feasible power allocation and the whole process is repeated until convergence. Thus the accuracy of the approximation is improved by iterating the optimization problem until convergence. The algorithm is guaranteed to converge to some local optimum. Similar approach and its proof of convergence is shown in [53].

**Algorithm 2** Joint Power and Beamforming Problem with SINR and Rate constraint

1. Set \(R_u\) (user-specified QoS)
2. Initialize \(\hat{P}_{u,k} = P^{(0)}_{u,k} \quad u = 1, 2, \ldots, U, \quad k = 1, 2, \ldots, N_F\)
3. repeat
   4. Calculate
      RX \(\omega_{u,k} \forall u, k\) using (3.16)
      SINR \(\tilde{\gamma}_{u,k} \forall u, k\) using (3.18)
   5. Solve optimization problem (4.7) for \(\alpha^*_{u,k}, \gamma^*_{u,k} \forall u, k\)
   6. Update
      \(P_{u,k} = e^{\alpha^*_{u,k}} \forall u, k\)
7. until Convergence

**4.2. PAPR aware Joint Power Allocation and Beamforming Problem with SINR and Rate constraint**

This section introduces a PAPR aware optimization problem with additional SPV constraint to the problem (4.1). This is an intuitive approach of statistically reducing the dispersion or variability among the discrete time domain samples \(s_{u,k}\), where \(u = 1, 2, \ldots, U\) and \(k = 1, 2, \ldots, N_F\) for respective user \(u\) such that the PAPR at the transmitter is reduced. The optimal power allocation is now constrained by a SPV threshold. The PAPR can be controlled at the power allocation stage in frequency domain. The SPV for user \(u\) can be expressed as

\[
\sigma^2_{P_u} = \frac{2}{N_F^2} \sum_{p,q=1}^{N_F} P_{u,p} P_{u,q} \quad \forall u,
\]

(4.8)

The complete derivation of (4.8) is shown in Appendix 1. Using (4.8), the SPV can be minimized by allocating all the power to a single subcarrier. In other words, concentrating all the power on single subcarrier yields the same PAPR as that of single carrier system. Using (A1.1), (A1.2) and (A1.3), the affect of SPV constraint on PAPR of user \(u\) can be shown as
\[
\lim_{P_{u,n} \to \infty} \frac{\max(|s_n|^2)}{\frac{1}{N_F} \sum_{k=1}^{N_F} P_{u,k}} = 1,
\]

where \(P_{u,n}\) can be any \(n = 1, 2, \cdots, N_F\) bearing highest initial power.

### 4.2.1. Notion of multi-objective programming (MOP) and Pareto optimality

Multi-objective programming (MOP) refers to optimization problem consisting of multiple objectives to be optimized simultaneously. In case when objectives have conflicting nature, it is difficult or almost impossible to find a global optimizer. Such problems can be solved to yield various solutions that represent the acceptable trade-off and compromise between the objectives. Defining optimality in MOP requires introduction to concept of Pareto optimality. Here since no global optimal solution exists that satisfies all the multiple objectives, a Pareto-optimal solution is determined based on some relaxation technique. A solution is said to be Pareto optimal if there exists no feasible solution for which improvement in one objective does not lead to a simultaneous degradation in one or more of the other objectives. The set consisting of all Pareto optimal points is called Pareto set.

### 4.2.2. Solving PAPR Aware optimization problem

- Relaxing the SPV constraint

The proposed relaxation technique changes the structure of the objective such that now it is defined by weighted aggregated function of sum power and the SPV to form a MOP problem. The structure of the new objective can be expressed as

\[
\theta_1 \left( \sum_{u=1}^{U} \sum_{k=1}^{N_F} P_{u,k} \right) + \theta_2 \sigma_P^2.
\]

The objective in (4.9) is a convex function formed by the linear combination of sum power and SPV variable where each objective term is weighted by a scalar \(\theta_i\) to form a meaningful aggregation such that \(\theta_i \geq 0, i = 1, 2, \cdots, n\) and \(\sum_{i=1}^{n} \theta_i = 1\) where \(n\) is the number of terms in the objective. In this case \(n = 2\). Now depending on desired minimization preference, weight \(\theta_i\) on each objective can be adjusted. The global minimizer of the entire MOP objective, \(v^*\) is a Pareto-optimal point which might be very difficult to realize but maximizing the weight \((\theta_i)\), an optimal minimizer \(\tilde{v}^*\) can be determined that concentrates only on minimizing the \(i^{th}\) term in objective without much influence from the other terms having smaller weights. The new optimization problem for PAPR aware scenario can be expressed as
minimize \[ \theta \left( \sum_{u=1}^{U} \sum_{k=1}^{N_F} P_{u,k} \right) + (1 - \theta) \sigma_P^2 \]

subject to

\[ \sum_{k=1}^{N_F} \log_2(1 + \gamma_{u,k}) \geq R_u \quad \forall u \]

\[ \frac{P_{u,k} |\omega_{u,k}^H \lambda_{u,k}|^2}{\sum_{y \neq u}^{U} P_{y,k} |\omega_{y,k}^H \lambda_{y,k}|^2 + \sigma_n^2 \|\omega_{u,k}\|^2} \geq \gamma_{u,k} \quad \forall u, k \]

\[ \frac{2}{N_F^2} \sum_{p=q=1 \atop q>p}^{N_F} P_{p} P_{q} \leq \sigma_P^2 \]

The problem (4.10) is solved by minimizing over different values of \( \theta \in [0, 1] \) to generate different optimal solutions \( \hat{\gamma}^* \) in Pareto set which aids in analyzing the trade-off between power allocation and SPV. Log-convex transformation follows the COV of power \( P_{u,k} = e^{\alpha_{u,k}} \quad \forall u, k \) and SINR constraint is implemented as discussed in Section 4.1.2. The SPV constraint can be implemented in the form

\[ \frac{2}{N_F^2} \sum_{p=q=1 \atop q>p}^{N_F} e^{\alpha_p + \alpha_q} \leq \sigma_P^2 \] (4.11)

LHS in (4.11) is a summation of exponentials and RHS is a scalar. Hence, SPV constraint is convex. The PAPR aware power minimization problem (4.10) can be solved as a convex problem as

\[ \theta \left( \sum_{u=1}^{U} \sum_{k=1}^{N_F} e^{\alpha_{u,k}} \right) + (1 - \theta) \sigma_P^2 \]

subject to

\[ \sum_{k=1}^{N_F} \log_2(1 + \gamma_{u,k}) \geq R_u \quad \forall u \]

\[ \alpha_{u,k} + 2 \ln |\omega_{u,k}^H \lambda_{u,k}| - \ln \left( \sum_{y \neq u}^{U} |\omega_{y,k}^H \lambda_{y,k}|^2 e^{\alpha_{y,k}} + \sigma_n^2 \|\omega_{u,k}\|^2 \right) \geq f(\gamma_{u,k}, \hat{\gamma}_{u,k}) \quad \forall u, k \]

\[ \frac{2}{N_F^2} \sum_{p=q=1 \atop q>p}^{N_F} e^{\alpha_p + \alpha_q} \leq \sigma_P^2 \]

The Algorithm 3 shows the complete cycle of operation to achieve the optimal solution for (4.12). The steps in Algorithm 3 are same as in Algorithm 2. However,
there are few additional parameters. Beside other initializations, the value of $\theta \in [0, 1]$ is also fixed which governs the dependency of optimal solution with respect to the objective terms. The solution of current iteration is used as a feasible starting point for the next iteration. The algorithm is guaranteed to converge to some local optimum.

**Algorithm 3** PAPR aware Joint Power and Beamforming Problem with SINR and Rate constraint

1: Set $R_u$ (user-specified QoS)
2: Set $\theta \in [0, 1]$
3: Initialize $\hat{P}_{u,k} = P_{u,k}^{(0)}$ $u = 1, 2, \ldots, U$, $k = 1, 2, \ldots, N_F$
4: repeat
5: Calculate
   RX $\omega_{u,k}$ $\forall u, k$ using (3.16)
   SINR $\gamma_{u,k}$ $\forall u, k$ using (3.18)
6: Solve optimization problem (4.12) for $\alpha_{u,k}^*, \gamma_{u,k}^*, \sigma_P^2$ $\forall u, k$
7: Update
8: Update $\hat{P}_{u,k} = e^{\alpha_{u,k}^*}$ $\forall u, k$
9: until Convergence
5. NUMERICAL ANALYSIS

This chapter discusses the performance of the proposed algorithm based on numerical results obtained from number of simulations. The simulation model for single cell MU SIMO-OFDMA system is set up as per described in Chapter 3. The key parameters and their values used in simulation are shown in table 5.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Users</td>
<td>( U )</td>
<td>3</td>
</tr>
<tr>
<td>Number of BS Antenna</td>
<td>( N_R )</td>
<td>4</td>
</tr>
<tr>
<td>Number of User’s Antenna</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Number of Channel Taps</td>
<td>( L )</td>
<td>3</td>
</tr>
<tr>
<td>Noise variance</td>
<td>( \sigma_n^2 )</td>
<td>1</td>
</tr>
</tbody>
</table>

The goal of the simulations is to find an optimal power allocation for every user in an adaptive OFDMA system such that the power allocation is performed at the subcarrier level. Per user rate constraint is determined as \( R_u = N_F R_k \) where \( R_k \) is the spectral efficiency or rate per subcarrier. In rest of the section the rate constraint is expressed in terms of \( R_u \) since all the simulations are performed at \( N_F = 8 \). The two main parameters governing the resulting power vector are the QoS being the per user minimum rate constraint \( R_u \) and SPV constraint. The Algorithm 3 solves a relaxed multi objective convex optimization problem where objective comprises aggregation of sum power and SPV variable. Due to the difficulty in obtaining a global minimizer for the aggregated version of objective, a scaling factor \( \theta_i \) is used such that \( \sum_{i=1}^{n} \theta_i = 1 \) where \( n \) is the number of terms in the objective. In this case, \( n = 2 \). The simulation results are shown at different values of parameter \( \theta_i \). The feasible initial power allocation should satisfy the QoS constraint before proceeding with the iterative algorithm. For effective PAPR reduction, power of any one of the distinct subcarrier of each user is highly increased. For fair evaluation in terms of PAPR and focusing on the statistical property of the time domain OFDMA symbols, the PAPR is calculated by transmitting the gaussian symbols. To accurately investigate the impacts, the simulation is performed for static channel fading coefficient \( h_{u,l}^r \). The time domain channel fading coefficients are included in Appendix 2.

The iterative joint TX-RX optimization is performed to obtain the optimal power allocation. At the beginning of each loop, a new beamforming vector is calculated for the given power vector. Then, the optimal power allocation for each user is determined for fix beamforming vector by solving SCA algorithm. The convergence criteria of the iterative algorithm depends on the difference between the objective function of two successive iterations. The convergence threshold used as a stopping criteria for each loop is set to be 0.0001. The PAPR is calculated for \( 10^7 \) random gaussian symbols and its distribution is analyzed using the CCDF \( P_{R}(PAPR > \delta) \) curve.

The user specific QoS based power allocation algorithm as in this simulation depends on the channel gain of individual subcarriers. The higher the channel gain, the better the reception. The simulation assumes perfect estimation of channel state information at the receiver (CSIR) and also perfect synchronization without loss of orthogonality among subcarriers. The LMMSE is used to compute the receive beamformers.
And the overall SINR is determined by combining different copies of transmitted signal arriving at different receive antennas. Therefore the achieved SINR at the particular subcarrier depends on the individual channel gains across all receive antennas. Table 5.2 shows the channel gain \( \lambda_{u,k} \) of all the subcarriers of all the users across all receive antennas and \( \lambda_{u,k} \in \mathbb{C}^{N_R} \) is a channel gain vector for the \( k^{th} \) subcarrier of user \( u \).

<table>
<thead>
<tr>
<th>( u )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( \lambda_{u,k} )</td>
<td>0.2169</td>
<td>0.3066</td>
<td>0.8196</td>
<td>0.7134</td>
<td>0.3408</td>
<td>0.1385</td>
<td>0.5132</td>
<td>0.4794</td>
</tr>
<tr>
<td>(</td>
<td>\lambda_{u,k}</td>
<td>^2 )</td>
<td>0.0467</td>
<td>0.0944</td>
<td>0.6741</td>
<td>0.5096</td>
<td>0.1164</td>
<td>0.0194</td>
</tr>
</tbody>
</table>

Table 5.3 shows the power allocation pattern for equal and unequal initialization methods for \( R_u = 2 \) and \( \theta = 1 \). Here only the power is minimized without taking SPV constraint into account. The influence of \( \lambda_{u,k} \) can be observed from the data. The final allocated power is such that the sum of power of all users (entire column) is minimized while maintaining the per user minimum rate constraint \( R_u \). The power allocation pattern reflects the orthogonal allocation at low rate constraint. The similarity in the power allocation pattern in both the initialization methods can be observed such that high power is allocated to the channels with high channel gain. For example in case of user 1, the highest power is allocated to subcarrier 1 \( (u,k = 1,1) \) having highest channel gain \( \lambda_{1,1} \) and the lowest power is allocated to subcarrier 3 \( (u,k = 1,3) \) having lowest channel gain \( \lambda_{1,3} \).
Table 5.3: Power Allocation at $R_u = 2$, $\theta = 1$. 

<table>
<thead>
<tr>
<th>$u,k$</th>
<th>Equal Power Initialization</th>
<th>Unequal Power Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial</td>
<td>Final</td>
</tr>
<tr>
<td>1,1</td>
<td>0.5</td>
<td>0.44233</td>
</tr>
<tr>
<td>1,2</td>
<td>0.5</td>
<td>0.16684</td>
</tr>
<tr>
<td>1,3</td>
<td>0.5</td>
<td>0.00092</td>
</tr>
<tr>
<td>1,4</td>
<td>0.5</td>
<td>0.00093</td>
</tr>
<tr>
<td>1,5</td>
<td>0.5</td>
<td>0.24525</td>
</tr>
<tr>
<td>1,6</td>
<td>0.5</td>
<td>0.09330</td>
</tr>
<tr>
<td>1,7</td>
<td>0.5</td>
<td>0.00093</td>
</tr>
<tr>
<td>1,8</td>
<td>0.5</td>
<td>0.09591</td>
</tr>
<tr>
<td>2,1</td>
<td>0.5</td>
<td>0.00074</td>
</tr>
<tr>
<td>2,2</td>
<td>0.5</td>
<td>0.05309</td>
</tr>
<tr>
<td>2,3</td>
<td>0.5</td>
<td>0.26313</td>
</tr>
<tr>
<td>2,4</td>
<td>0.5</td>
<td>0.00074</td>
</tr>
<tr>
<td>2,5</td>
<td>0.5</td>
<td>0.00070</td>
</tr>
<tr>
<td>2,6</td>
<td>0.5</td>
<td>0.00360</td>
</tr>
<tr>
<td>2,7</td>
<td>0.5</td>
<td>0.3127</td>
</tr>
<tr>
<td>2,8</td>
<td>0.5</td>
<td>0.18412</td>
</tr>
<tr>
<td>3,1</td>
<td>0.5</td>
<td>0.00076</td>
</tr>
<tr>
<td>3,2</td>
<td>0.5</td>
<td>0.00076</td>
</tr>
<tr>
<td>3,3</td>
<td>0.5</td>
<td>0.02564</td>
</tr>
<tr>
<td>3,4</td>
<td>0.5</td>
<td>0.39104</td>
</tr>
<tr>
<td>3,5</td>
<td>0.5</td>
<td>0.35186</td>
</tr>
<tr>
<td>3,6</td>
<td>0.5</td>
<td>0.00075</td>
</tr>
<tr>
<td>3,7</td>
<td>0.5</td>
<td>0.00076</td>
</tr>
<tr>
<td>3,8</td>
<td>0.5</td>
<td>0.00189</td>
</tr>
</tbody>
</table>

In case of equal power initialization, it can be noticed that, the power allocated to rows $u,k = 1,2$, $u,k = 1,5$ and $u,k = 1,8$ differ from the above discussed point of view. The rows $u,k = 1,2$ and $u,k = 1,5$ are more prioritized despite having poor channel gain compared to $u,k = 1,8$. This phenomenon results due to the presence of high interference in the corresponding subcarrier of other users or simply due to the co-channel interference. The high channel gain in the subcarrier 8 of interfering user $u,k = 2,8$ imposes high interference to subcarrier 8 of user 1 $u,k = 1,8$. Since the channel gain for $u,k = 1,8$ is not sufficient to yield high SINR in the presence of interference, instead of increasing its power, the optimal minimum power can be achieved by allocating the available power to other subcarriers with less interference. Furthermore in the presence of co-channel interference, subcarrier 8 can be used to enhance the performance of user 2.

In case of unequal power initialization, the interference is not only influenced by the channel gain but also by the allocated power. The main difference is the increased power allocation at $u,k = 1,8$ and decreased at $u,k = 1,2$. Unlike in the case of equal power initialization, the power allocation depends on both the channel gain and the allocated power. Here $u,k = 1,8$ with good channel gain and sufficient initial allocated power, is able to suppress the interference and produce better SINR.

Table 5.4 shows the comparison of power allocation pattern between $R_u = 2$ and $R_u = 15$. First of all it can be observed that at $R_u = 15$, more power is required initially to satisfy the feasibility condition as compared to $R_u = 2$. Increase in $R_u$ increases the QoS demand per user. Therefore in order to satisfy the QoS constraints, more power is allocated to each subcarrier when $R_u = 15$. 

Table 5.4: Comparison of power Allocation between $R_u = 2$ and $R_u = 15$ at $\theta = 1$.

<table>
<thead>
<tr>
<th>$u, k$</th>
<th>Equal Power Initialization at Rate=2</th>
<th>Equal Power Initialization at Rate=15</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial Final</td>
<td>Initial Final</td>
</tr>
<tr>
<td>1,1</td>
<td>0.5 0.44273</td>
<td>4.5 5.0317</td>
</tr>
<tr>
<td>1,2</td>
<td>0.5 0.16435</td>
<td>4.5 3.1785</td>
</tr>
<tr>
<td>1,3</td>
<td>0.5 0.00092</td>
<td>4.5 0.0028</td>
</tr>
<tr>
<td>1,4</td>
<td>0.5 0.00093</td>
<td>4.5 3.8113</td>
</tr>
<tr>
<td>1,5</td>
<td>0.5 0.24564</td>
<td>4.5 4.8369</td>
</tr>
<tr>
<td>1,6</td>
<td>0.5 0.09364</td>
<td>4.5 2.371</td>
</tr>
<tr>
<td>1,7</td>
<td>0.5 0.00093</td>
<td>4.5 4.3229</td>
</tr>
<tr>
<td>1,8</td>
<td>0.5 0.09749</td>
<td>4.5 2.3178</td>
</tr>
<tr>
<td>2,1</td>
<td>0.5 0.00074</td>
<td>4.5 0.0019</td>
</tr>
<tr>
<td>2,2</td>
<td>0.5 0.05501</td>
<td>4.5 3.3914</td>
</tr>
<tr>
<td>2,3</td>
<td>0.5 0.26284</td>
<td>4.5 4.5798</td>
</tr>
<tr>
<td>2,4</td>
<td>0.5 0.00074</td>
<td>4.5 3.5821</td>
</tr>
<tr>
<td>2,5</td>
<td>0.5 0.00070</td>
<td>4.5 0.0064</td>
</tr>
<tr>
<td>2,6</td>
<td>0.5 0.00359</td>
<td>4.5 2.759</td>
</tr>
<tr>
<td>2,7</td>
<td>0.5 0.31242</td>
<td>4.5 4.6857</td>
</tr>
<tr>
<td>2,8</td>
<td>0.5 0.18265</td>
<td>4.5 3.4947</td>
</tr>
<tr>
<td>3,1</td>
<td>0.5 0.00076</td>
<td>4.5 3.2804</td>
</tr>
<tr>
<td>3,2</td>
<td>0.5 0.00076</td>
<td>4.5 0.0075</td>
</tr>
<tr>
<td>3,3</td>
<td>0.5 0.02564</td>
<td>4.5 3.448</td>
</tr>
<tr>
<td>3,4</td>
<td>0.5 0.391</td>
<td>4.5 3.8088</td>
</tr>
<tr>
<td>3,5</td>
<td>0.5 0.35181</td>
<td>4.5 3.8588</td>
</tr>
<tr>
<td>3,6</td>
<td>0.5 0.00075</td>
<td>4.5 2.86</td>
</tr>
<tr>
<td>3,7</td>
<td>0.5 0.00076</td>
<td>4.5 0.0070</td>
</tr>
<tr>
<td>3,8</td>
<td>0.5 0.00200</td>
<td>4.5 2.3594</td>
</tr>
</tbody>
</table>

Furthermore, in the case of $R_u = 15$, higher number of subcarriers are utilized for transmission; even those with smaller channel gains. For example in case of $R_u = 2$, the performance enhancing subcarriers (high SINR subcarriers) of user 1 are $u, k = 1,1, u, k = 1,2$ and $u, k = 1,15$ whereas in case of $R_u = 15$ almost all the subcarriers are used with some amount of power except $u, k = 1,3$ i.e. the one with the lowest channel gain.

Table 5.5 shows the power allocation pattern at $R_u = 2$ and $\theta = 0$. Here the objective function only minimizes the SPV and not the sum power. The final allocated power corresponds to the minimum achieved SPV per user. The goal is to determine the optimal power distribution over $N_F$ subcarriers of each user such that SPV can be reduced significantly. The power allocation is based on the expression

$$\sigma_p^2 = \frac{2}{N_F^2} \sum_{p,q=1}^{N_F} P_p P_q$$  \hspace{1cm} (5.1)$$

where $\sigma_p^2$ is SPV and $P_i$ is the power allocated to the $i^{th}$ subcarrier. The derivation for (5.1) is shown in the Appendix 1. The SPV in (5.1) is the squared deviation of power from its mean, evaluated per user. The subscript $u$ denoting user is omitted here for simplicity. The term $\sigma_p^2$ measures the spread of power distribution or in other words it measures the degree at which the powers at different subcarriers differ from each other. Decreasing the spread of power distribution decreases the SPV and consequently decreases the PAPR. The SPV and consequently PAPR can be minimized when all the power is allocated to the single subcarrier. It can be seen that the algorithm increases
the power of the single subcarrier with the highest initial power while reduces the power of all the other subcarriers. It can be observed that \(u, k = 1, 7\), \(u, k = 2, 8\) and \(u, k = 3, 2\) have the highest initial power. Therefore, the final allocated power at these subcarriers of respective users are highly increased.

Table 5.5: Power Allocation at \(R_u = 2\) and \(\theta = 0\).

<table>
<thead>
<tr>
<th>(u, k)</th>
<th>(P_{u,k})</th>
<th>Initial</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,1</td>
<td>0.0001</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>1,2</td>
<td>0.0001</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>1,3</td>
<td>0.0001</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>1,4</td>
<td>0.0001</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>1,5</td>
<td>0.0001</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>1,6</td>
<td>0.0001</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>1,7</td>
<td>10000</td>
<td>5.0667</td>
<td></td>
</tr>
<tr>
<td>1,8</td>
<td>1.0001</td>
<td>0.0003</td>
<td></td>
</tr>
</tbody>
</table>

| 2,1     | 0.0001     | 0.0001  |
| 2,2     | 0.0001     | 0.0001  |
| 2,3     | 0.0001     | 0.0001  |
| 2,4     | 0.0001     | 0.0001  |
| 2,5     | 0.0001     | 0.0001  |
| 2,6     | 0.0001     | 0.0001  |
| 2,7     | 1.0001     | 0.0003  |
| 2,8     | 10000      | 4.8366  |

| 3,1     | 0.0001     | 0.0001  |
| 3,2     | 10000      | 5.1873  |
| 3,3     | 0.0001     | 0.0001  |
| 3,4     | 1.0001     | 0.0003  |
| 3,5     | 0.0001     | 0.0001  |
| 3,6     | 0.0001     | 0.0001  |
| 3,7     | 0.0001     | 0.0001  |
| 3,8     | 0.0001     | 0.0001  |

Table 5.6 shows the power allocation pattern at \(R_u = 2\) and \(\theta = 0.01\) i.e. stress for minimization is 0.99 and 0.01 for SPV and sum power respectively. In this case, the algorithm minimizes both the sum power and SPV by taking the channel gain into account. The combined affect of both the constraints can be observed from the data. Here \(u, k = 1, 1\) is prioritized due to the high channel gain but in presence of SPV constraint, the power minimization is not much effective as it can be seen that the final allocated power is higher than the initial power. This is due to the SPV constraint trying to increase the power of single subcarrier with highest power; here in this case subcarrier 1. However, the SPV constraint cannot completely minimize the spread by reducing power of other subcarriers as in case of \(\theta = 0\). It can be seen that the SINR constraint does not allow the powers at \(u, k = 1, 5\) and \(u, k = 1, 8\) to be completely minimized due to the high channel gain.

CCDF plots for PAPR distribution using gaussian symbols at different \(\theta\) are analyzed in Fig. 5.1, Fig. 5.2, Fig. 5.3 and Fig. 5.4 for \(R_u = 2\), \(R_u = 3\), \(R_u = 4\) and \(R_u = 16\) respectively. The contribution of SPV constraint in PAPR reduction can be seen at \(\theta = 0\). But as \(\theta\) increases, the SINR constraint is much more dominant compared to SPV constraint, hence it is difficult to realize significant PAPR reduction at higher \(\theta\). However, the affect of SPV constraint can be observed at range of \(\theta\) close to 0 i.e.
when more weight is assigned to SPV in the objective.

It can also be seen that at higher rate constraint the power allocation algorithm does not allocate all the power to the single subcarrier which is essential in order to minimize the SPV but instead distributes among multiple subcarriers. This is due to the rate constraint expression $\log_2(1 + \gamma)$. This causes rate to increase linearly at low rate and logarithmically at high rate. Satisfying the high rate requirement by using only one subcarrier leads to a very high power value that may cause numerical problems. Therefore, numerical results may differ in a way such that the high rate constraint tends to distribute the power to several subcarriers. The numerical results may be affected by the computing environment such as hardware capability, operating system and modeling language. It may cause to produce inaccurate results when dealing with high values close to infinity or when there is very large amount of power difference between subcarriers. Moreover, at higher rates number of possible PAPR distributions seems to decrease as the CCDF curves align with each other.

Table 5.6: Power Allocation at $R_u = 2, \theta = 0.01$.

<table>
<thead>
<tr>
<th>$u, k$</th>
<th>Unequal Power Initialization</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial</td>
<td>Final</td>
</tr>
<tr>
<td>1.1</td>
<td>0.12814</td>
<td>0.81286</td>
</tr>
<tr>
<td>1.2</td>
<td>0.01448</td>
<td>0.00193</td>
</tr>
<tr>
<td>1.3</td>
<td>0.33829</td>
<td>0.00073</td>
</tr>
<tr>
<td>1.4</td>
<td>0.19869</td>
<td>0.00073</td>
</tr>
<tr>
<td>1.5</td>
<td>0.51061</td>
<td>0.12057</td>
</tr>
<tr>
<td>1.6</td>
<td>0.91122</td>
<td>0.02277</td>
</tr>
<tr>
<td>1.7</td>
<td>0.69697</td>
<td>0.00073</td>
</tr>
<tr>
<td>1.8</td>
<td>0.71098</td>
<td>0.16045</td>
</tr>
<tr>
<td>2.1</td>
<td>0.65655</td>
<td>0.00054</td>
</tr>
<tr>
<td>2.2</td>
<td>0.4761</td>
<td>0.09271</td>
</tr>
<tr>
<td>2.3</td>
<td>0.27539</td>
<td>0.15727</td>
</tr>
<tr>
<td>2.4</td>
<td>1.1469</td>
<td>0.00056</td>
</tr>
<tr>
<td>2.5</td>
<td>2.3014</td>
<td>0.00065</td>
</tr>
<tr>
<td>2.6</td>
<td>0.19508</td>
<td>0.00054</td>
</tr>
<tr>
<td>2.7</td>
<td>1.2183</td>
<td>0.65791</td>
</tr>
<tr>
<td>2.8</td>
<td>0.22136</td>
<td>0.00349</td>
</tr>
<tr>
<td>3.1</td>
<td>1.0074</td>
<td>0.00048</td>
</tr>
<tr>
<td>3.2</td>
<td>0.51458</td>
<td>0.00067</td>
</tr>
<tr>
<td>3.3</td>
<td>1.1027</td>
<td>0.00397</td>
</tr>
<tr>
<td>3.4</td>
<td>0.37152</td>
<td>0.54051</td>
</tr>
<tr>
<td>3.5</td>
<td>1.1066</td>
<td>0.24855</td>
</tr>
<tr>
<td>3.6</td>
<td>0.39917</td>
<td>0.00048</td>
</tr>
<tr>
<td>3.7</td>
<td>0.31508</td>
<td>0.00048</td>
</tr>
<tr>
<td>3.8</td>
<td>0.72451</td>
<td>0.00066</td>
</tr>
</tbody>
</table>
Figure 5.1: CCDF plot for $R_u = 2$.

Figure 5.2: CCDF plot for $R_u = 3$. 
Figure 5.3: CCDF plot for $R_u = 3$.

Figure 5.4: CCDF plot for $R_u = 3$. 
This thesis aims to develop an algorithm for optimal power allocation in MU SIMO-OFDMA system in UL by taking PAPR under consideration. The main objective of the power allocation scheme is to increase the power efficiency of battery operated devices in UL and reduce co-channel interference in OFDMA system by minimizing PAPR and power consumption while maintaining certain user specified QoS.

Based on statistical property of PAPR distribution as discussed in Chapter 2, the intuitive approach of minimizing the SPV is preferred to reduce the variability between the powers at different subcarriers. The MU SIMO-OFDMA UL system model used for implementing the algorithm is explained with stepwise mathematical description in Chapter 3. The problem formulation for proposed algorithms are shown in Chapter 4. The power to be allocated to the subcarriers of each user is calculated in a centralized manner by the BS with knowledge of entire channel. The power allocation problem is solved using convex optimization. The joint optimization algorithm adjusts the transmit power and receive beamformers alternately, until convergence. The presence of co-channel interference in MU OFDMA UL system results in non-convex interference coupled SINR function with respect to power. The convex transformation is achieved by employing COV to transform the power into log-domain. Furthermore, SCA is employed to approximate the non-convex SINR constraint as convex. The point of convergence is such that sum power and SPV are minimized and certain QoS is satisfied. Due to the conflicting nature of mathematical relation between power and SPV, the simultaneous minimization of both parameters requires the multi objective formulation of convex optimization problem using relaxation technique. Furthermore, several Pareto solutions are determined based on the minimization priority among either power or SPV. SPV constraint aims to allocate all the power to single subcarrier; consequently reducing the PAPR.

The power allocation algorithm is facilitated by scheduling flexibility of OFDMA system with further enhancement in resource components by SIMO technology. The algorithm attempts to reduce the PAPR during the power allocation stage, performed on frequency domain samples of OFDM symbol. The opportunistic behaviour in scheduling based on channel gains results from competitive nature of users due to interference imposed to each other in co-channel. The competition among the users can be eliminated by orthogonalizing the users such that only single user is transmitting in each channel, thus eliminating co-channel interference. However, it relates to trade-off between degree of resource utilization and reception quality. Therefore based on the channel state of users, the scheduling can exploit either multiuser diversity or frequency diversity for best possible resource utilization. Despite all the benefits, the synchronization issue imposes threat on distortion free reception of orthogonal subcarriers.

The numerical results for the derived algorithms are presented in Chapter 5. The effect of individual constraint, namely rate and SPV on the resulting power allocation pattern is analyzed followed by the combined effect of the both constraints. It has been shown using gaussian transmitted symbols that reducing the SPV reduces the PAPR. However, the SPV constraint is seen to be effective when it has highest minimizing priority among the objective function. As the priority deviates towards sum power minimization, the SINR constraint highly dominates the SPV constraint. The PAPR distribution is inspected varying the strength of SPV in the objective and also at various QoS requirements.
The PAPR causes major system degradation in OFDMA UL system causing signal distortion at the transmitter due to erroneous behavior in the radio frequency (RF) circuitry. Signal processing at high PAPR requires expensive HPA and mainly degrades the power efficiency. Although the advanced communication standards such as LTE employs SC-FDMA as a variant of OFDMA for UL transmission due to reduced PAPR, the SC-FDMA lacks various advantageous scheduling flexibility offered by OFDMA. On the other hand, minimizing power consumption is equally critical issue with respect to interference management and prolong battery life of wireless devices. The issue raised in this thesis can be further examined to procure better trade-off between the minimization of both PAPR and power consumption. Furthermore scheduling features of adaptive OFDMA can be exploited to maintain the required QoS by varying the modulation and coding at individual subcarrier, of course at the cost of increased complexity. The power allocation can be performed in a distributive manner where each MT computes its own power, oblivious to the channel state of any other MTs in the system. By sufficiently minimizing the PAPR, OFDMA can thrive as an efficient multiple access technique for future communication standards.
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Appendix 1: Signal power variance derivation

The power variance of the transmitted OFDM signal is studied. Subscript $u$ is omitted for simplicity.

Let

$$G = F^{-1} \sqrt{P}$$

where

$$F \in \mathbb{C}^{N_F \times N_F}$$

is the DFT matrix whose element is given by

$$f_{k,m} = \frac{1}{\sqrt{N_F}} e^{(i2\pi(m-1)(k-1)/N_F)}, \quad k, m = 1, 2, \ldots, N_F$$

$$P \in \mathbb{C}^{N_F \times N_F}$$

is the diagonal power allocation matrix.

Therefore each element of $G$ matrix can be represented as

$$g_{k,m} = \frac{1}{\sqrt{N_F}} e^{(i2\pi(m-1)(k-1)/N_F)} \sqrt{P_m}, \quad k, m = 1, 2, \ldots, N_F$$

$$|g_{k,m}|^2 = \frac{P_m}{N_F}, \quad (FF^{-1} = I)$$

The transmitted time domain passband OFDM signal can be written as

$$s_k = \sum_{m=1}^{N_F} g_{k,m} b_m \quad k = 1, 2, \ldots, N_F$$

where $b$ is the frequency domain baseband signal. The $k^{th}$ subcarrier with the highest power among the $N_F$ subcarriers of user $u$ is given by

$$\max(|s_u|^2) = \max_{k \in [1,N_F]} (|s_k|^2) = \max(|s_1|^2, |s_2|^2, \ldots, |s_{N_F}|^2) \quad (A1.1)$$

The following assumptions are considered

$$\mathbb{E}\{|b_m|\} = 1$$
$$\mathbb{E}\{|b_m b_m^*|\} = 1$$
$$\mathbb{E}\{|b_m b_n^*|\} = 0, \quad \forall m \neq n$$

The Average Power $\mu_P$ of the transmitted OFDM signal can be calculated as

$$\mu_P = \text{avg}[|s_k|^2] = \frac{1}{N_F} \sum_{k=1}^{N_F} \mathbb{E}\{|s_k|^2\}$$

$$= \frac{1}{N_F} \sum_{k=1}^{N_F} \mathbb{E}\{\left(\sum_{m=1}^{N_F} g_{k,m} b_m\right)^2\}$$

$$= \frac{1}{N_F} \sum_{k=1}^{N_F} \mathbb{E}\{\sum_{m=1}^{N_F} g_{k,m} b_m \sum_{m=1}^{N_F} g_{k,m} b_m^*\}$$
\[
\sigma_P^2 = \frac{1}{N_F} \sum_{k=1}^{N_F} \mathbb{E}\{ |s_k|^2 - \mu_P \}^2 \\
= \frac{1}{N_F} \sum_{k=1}^{N_F} \mathbb{E}\{ |s_k|^4 \} - \mu_P^2 \\
= \frac{1}{N_F} \sum_{k=1}^{N_F} \mathbb{E}\{ (\sum_{m=1}^{N_F} g_{k,m} b_m) (\sum_{m=1}^{N_F} g_{k,m}^* b_m^*) \}^2 - \mu_P^2 \\
= \frac{1}{N_F} \sum_{k=1}^{N_F} \mathbb{E}\{ (\sum_{m=1}^{N_F} |g_{k,m}|^2 |b_m|^2) + \sum_{p,q=1}^{N_F} (g_{k,p} g_{k,q}^* b_p b_q^*) )^2 - \mu_P^2 \\
= \frac{1}{N_F} \sum_{k=1}^{N_F} \mathbb{E}\{ (\sum_{m=1}^{N_F} |g_{k,m}|^2 |b_m|^2) + \sum_{p,q=1}^{N_F} (g_{k,p} g_{k,q}^* b_p b_q^*) )^2 - \mu_P^2 \\
= \frac{1}{N_F} \sum_{k=1}^{N_F} \mathbb{E}\{ (\sum_{m=1}^{N_F} |g_{k,m}|^2 |b_m|^2) + \sum_{p,q=1}^{N_F} (g_{k,p} g_{k,q}^* b_p b_q^*) )^2 - \mu_P^2 \\
\]

**OFDM Power Variance**

Variance is measured as the expectation of the squared deviation the variable’s value from the variable’s expected value. From the definition the power variance of the OFDM signal can be represented as

\[
\mu_P = \frac{1}{N_F} \sum_{m=1}^{N_F} P_m
\]
\[
\frac{1}{N_F} \sum_{k=1}^{N_F} \left( \sum_{m=1}^{N_F} |g_{k,m}|^2 \right)^2 + \frac{1}{N_F} \sum_{m=1}^{N_F} |g_{k,m}|^4 + \sum_{p,q=1 \atop p \neq q}^{N_F} |g_{k,p}|^2 |g_{k,q}|^2 - \sum_{m=1}^{N_F} |g_{k,m}|^4 - \mu_P^2 \]

\[
\therefore \sigma_P^2 = \frac{1}{N_F} \sum_{k=1}^{N_F} 2 \left( \sum_{m=1}^{N_F} |g_{k,m}|^2 \right)^2 - \frac{1}{N_F} \sum_{k=1}^{N_F} \sum_{m=1}^{N_F} |g_{k,m}|^4 - \mu_P^2 \quad (A1.3)
\]

Each term in the equation (A1.3) is evaluated separately.

- First Term

\[
= \frac{1}{N_F} \sum_{k=1}^{N_F} \left[ 2 \sum_{m=1}^{N_F} |g_{k,m}|^2 \right]^2
\]

\[
= \frac{2}{N_F} \sum_{k=1}^{N_F} \left[ \sum_{m=1}^{N_F} |g_{k,m}g_{k,m}^*| \right]^2
\]

\[
= \frac{2}{N_F} \sum_{k=1}^{N_F} \left[ \sum_{m=1}^{N_F} \frac{1}{N_F} P_m \right]^2
\]

\[
= \frac{2}{N_F} \sum_{k=1}^{N_F} \mu_P^2
\]

\[
= \frac{2}{N_F} N_F \mu_P^2
\]

\[
= 2 \mu_P^2
\]

- Second Term

\[
= \frac{1}{N_F} \sum_{k=1}^{N_F} \sum_{m=1}^{N_F} |g_{k,m}|^4
\]

\[
= \frac{1}{N_F} \sum_{k=1}^{N_F} \sum_{m=1}^{N_F} |g_{k,m}g_{k,m}^*|^2
\]

\[
= \frac{1}{N_F} \sum_{k=1}^{N_F} \sum_{m=1}^{N_F} \left( \frac{1}{N_F} P_m \right)^2
\]

\[
= \frac{1}{N_F^2} \sum_{k=1}^{N_F} N_F P_m^2
\]

\[
= \frac{1}{N_F^2} \sum_{k=1}^{N_F} P_m^2
\]
Substituting the result back to equation (A1.3)

\[ \sigma_p^2 = 2\mu^2 - \frac{1}{N_F^2} \sum_{m=1}^{N_F} P_m^2 - \mu_P^2 \]

\[ = \mu^2 - \frac{1}{N_F^2} \sum_{m=1}^{N_F} P_m^2 \]

\[ = \left[ \frac{1}{N_F} \sum_{m=1}^{N_F} P_m \right]^2 - \frac{1}{N_F^2} \sum_{m=1}^{N_F} P_m^2 \]

\[ = \frac{1}{N_F^2} \left[ \left( \sum_{m=1}^{N_F} P_m \right)^2 - \sum_{m=1}^{N_F} P_m^2 \right] \]

\[ = \frac{1}{N_F^2} \left[ \sum_{m=1}^{N_F} P_m^2 + 2 \sum_{p.q=1 \atop q>p}^{N_F} P_p P_q - \sum_{m=1}^{N_F} P_m^2 \right] \]

\[ \sigma_p^2 = \frac{2}{N_F^2} \sum_{p.q=1 \atop q>p}^{N_F} P_p P_q \quad (A1.4) \]
Appendix 2: Static channel impulse response

The fixed channel gain $h_{u,r}^r$ for every user-receive antenna pair used in simulation.

(a) User 1.

<table>
<thead>
<tr>
<th></th>
<th>$h_{1,1}^r$</th>
<th>$h_{1,2}^r$</th>
<th>$h_{1,3}^r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = 1$</td>
<td>-0.1511+0.1021i</td>
<td>0.3856-0.1668i</td>
<td>0.18-0.1478i</td>
</tr>
<tr>
<td>$r = 2$</td>
<td>0.1227+0.02427i</td>
<td>0.1318-0.3177i</td>
<td>0.2657+0.1037i</td>
</tr>
<tr>
<td>$r = 3$</td>
<td>-0.08973-0.1344i</td>
<td>0.1329-0.4135i</td>
<td>0.03337-0.3542i</td>
</tr>
<tr>
<td>$r = 4$</td>
<td>0.4697+0.1162i</td>
<td>-0.07976-0.08575i</td>
<td>0.4545-0.04908i</td>
</tr>
</tbody>
</table>

(b) User 2.

<table>
<thead>
<tr>
<th></th>
<th>$h_{2,1}^r$</th>
<th>$h_{2,2}^r$</th>
<th>$h_{2,3}^r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = 1$</td>
<td>0.1581-0.3548i</td>
<td>-0.09385+0.1167i</td>
<td>0.2231+0.3424i</td>
</tr>
<tr>
<td>$r = 2$</td>
<td>-0.02595+0.4266i</td>
<td>-0.02014+0.2142i</td>
<td>0.1928-0.4895i</td>
</tr>
<tr>
<td>$r = 3$</td>
<td>0.08744-0.02757i</td>
<td>0.5594-0.2721i</td>
<td>0.3745-0.0416i</td>
</tr>
<tr>
<td>$r = 4$</td>
<td>0.2585+0.289i</td>
<td>-0.1117+0.2964i</td>
<td>0.124-0.1537i</td>
</tr>
</tbody>
</table>

(c) User 3.

<table>
<thead>
<tr>
<th></th>
<th>$h_{3,1}^r$</th>
<th>$h_{3,2}^r$</th>
<th>$h_{3,3}^r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = 1$</td>
<td>-0.5811+0.0369i</td>
<td>0.4626+0.05768i</td>
<td>-0.365-0.1228i</td>
</tr>
<tr>
<td>$r = 2$</td>
<td>-0.2009-0.2004i</td>
<td>0.3315-0.02789i</td>
<td>0.4392-0.3015i</td>
</tr>
<tr>
<td>$r = 3$</td>
<td>0.1206+0.06577i</td>
<td>0.1171-0.3039i</td>
<td>0.03159-0.01325i</td>
</tr>
<tr>
<td>$r = 4$</td>
<td>0.06076+0.1407i</td>
<td>0.01952+0.01357i</td>
<td>-0.3644-0.04942i</td>
</tr>
</tbody>
</table>